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❖ Cosmological parameters from CMB measurements 
❖ Planck results 
❖ Focus on Planck H0 measurement 

❖ Local H0 determination using SNIa 

❖ Beyond FRW and homogeneous universe 

❖ σ8 , S8 : a measure of matter inhomogeneity level 

❖ σ8 from weak-lensing / shear 

❖ σ8 from CMB lensing 

❖ σ8 from clusters 

❖ DESI results , a biased selection    
❖ H0 by DESI

Partially based on a conference organised at the 
RAS in London, April 2024 

See Also  
E. Abdalla et all (2022) 

https://royalsociety.org/science-events-and-lectures/2024/04/cosmological-model/
https://www.sciencedirect.com/science/article/pii/S2214404822000179?via=ihub


Cosmological parameters from CMB

❖ Planck results 

❖ Focus on H0

Local H0 measurements 



Planck 2018 results (Cosmological Parameters)  
A&A 2020 

Planck TT spectrum
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https://www.aanda.org/articles/aa/full_html/2020/09/aa33910-18/aa33910-18.html#T5
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Physical densities Peak positions

Planck-ΛCDM :     H0 ≃ 67.4 ± 0.6 km/s/Mpc   (< 1% accuracy )



How do we get H0 from CMB ?
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• Peak positions constrain universe geometry  →  Flat :  Ωm+ΩΛ ∼ 1
• Nearly un-sensitive to H0 (cancels out in the ratio)
• photons-baryon plasma physics and oscillations sensitive to physical 

densities , hence to h = H0/100 km/s/Mpc
• Physical densities ( Ωc h2 , Ωb h2 ) constrained by the peak amplitudes 
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https://www.aanda.org/articles/aa/full_html/2014/11/aa21591-13/aa21591-13.html


E. Abdalla, G.F. Abellán, A. Aboubrahim et al. Journal of High Energy Astrophysics 34 (2022) 49–211

Fig. 2. 68% CL constraint on H0 from different cosmological probes (based on Refs. Di Valentino et al. (2021g); Perivolaropoulos and Skara (2021b)).

i.e. H0 = (73.3 ± 1.7)km s−1 Mpc−1 at 68% CL, or by Ref. Feeney et al. (2018) using a Bayesian hierarchical model of the local distance 
ladder, i.e. H0 = (73.15 ±1.78) km s−1 Mpc−1 at 68% CL. Then we have the measurement based on the Cepheids from the second Gaia data 
release (GDR2), that is H0 = (73.0 ±1.9 (stat + sys) ±1.9 (ZP)) km s−1 Mpc−1 at 68% CL Breuval et al. (2020), where ZP is the GDR2 parallax 
zero-point. Finally, there is the re-analysis of the Cepheid calibration used to infer the local value of the H0 from SNIa, where one does 
not enforce a universal color-luminosity relation to correct the near-IR Cepheid magnitudes, which gives H0 = (71.8 ± 1.76) km s−1 Mpc−1, 
or H0 = (66.9 ± 2.5) km s−1 Mpc−1, at 68% CL depending on the approach Mortsell et al. (2021a), and H0 = (70.8 ± 2.1) km s−1 Mpc−1 at 
68% CL in Ref. Mortsell et al. (2021b).
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 ⬅    E. Abdalla et all (2022) 

Lambda - GSFC 

H0 tensions

https://www.sciencedirect.com/science/article/pii/S2214404822000179?via=ihub
https://lambda.gsfc.nasa.gov/education/graphic_history/hubb_const.html


Direct H0 measurement 
Hubble constant: a historical review , R. Brent Tully (2023) arXiv:2305.11950

The Hubble constant , N. Jackson (2015) Living Reviews in Relativity 

Progress in direct measurement of the Hubble Constant, W. Freedman & F. Madore (2023) JCAP 

Planck DR1

Figure from G. Efstathiou slides (RAS meeting, April 2024) 

The local value of H0, A. Riess & L. Breuval  (2023)  arXiv:2308.10954
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z ⌧ 0 ! H0 c �t = H0d ' c z

https://arxiv.org/pdf/2305.11950
https://link.springer.com/article/10.1007/lrr-2015-2
https://iopscience.iop.org/article/10.1088/1475-7516/2023/11/050/pdf
https://arxiv.org/abs/2308.10954


H0 direct measurement distance ladder 

A. Riess el al. (2022) ApJ (SHOES)

https://iopscience.iop.org/article/10.3847/2041-8213/ac5c5b


H0 direct measurement (SHOES)

A. Riess el al. (2022) ApJ (SHOES)

Error budget

https://iopscience.iop.org/article/10.3847/2041-8213/ac5c5b


Photometry in crowded fields : blending 

JWST HST

A. Riess el al. (2022) ApJ (SHOES)

Image comparison from ESA web site 

Crowding not an issue :  
A. Riess el al. (2024).  arXiv:2401.04773

https://iopscience.iop.org/article/10.3847/2041-8213/ac5c5b
https://www.esa.int/ESA_Multimedia/Images/2024/03/Comparison_of_Hubble_and_Webb_views_of_a_Cepheid_variable_star
https://arxiv.org/abs/2401.04773


JCAP11(2023)050

Figure 9. The relative disposition of the three stellar/astrophysical distance indicators, discussed
in this review, seen plotted in a JWST F115W versus (F115-F444W) CMD. Cepheids are the black
dots between the two vertical dashed lines, where the latter represent the red and blue limits of the
instability strip. JAGB/Carbon stars are further to the red. Their mean luminosity is marked by
the horizontal dotted line. Finally, the TRGB maximum J-band luminosity, as a function of color, is
shown by the upward slanting yellow line at the top of the red giant branch at (F115W-F444W) ¥ 1.5
mag. See also figure 13.

the superb resolution and the power of JWST to improve the measurement of extragalactic
distances. The e�ects of crowding, even in a galaxy as close as 20 Mpc are evident in this
comparison. In the HST data, many of the Cepheid candidates are fainter than their nearby
neighbors, rendering background subtraction challenging. JWST images for the complete
sample of Cepheids in NGC 7250 are presented in [139].

In figure 11, we compare the Leavitt law for Cepheids in NGC 7250 observed with HST
(left panel) and JWST (right panel). The JWST data are plotted on an arbitrary magnitude
scale, as the data are still blinded. The slope is determined from the LMC, and restricted to log
P < 1.8, after which the period-luminosity relation in the LMC and other nearby galaxies (not
shown) shows evidence for non-linearity. The scatter in the JWST F115W data for NGC 7250
is a factor of two smaller than the SHoES F160W data, which is all the more remarkable
since the F115W data are for a single epoch only. In addition, a two-sigma rejection of
candidates in the PL relation has been applied to the SHoES F160W data; no sigma cut has
been applied to the JWST Cepheid candidates based on position in the PL relation.

– 21 –

H0 direct measurement with TRGB 
JCAP11(2023)050

Figure 14. Probability distributions for H0 for calibrations based on Cepheids [145], the TRGB [28]
SBF from [88], compared to recent published values from the literature. The Planck Collaboration
value from the CMB [14] shown in grey.

The launch of JWST has opened a new chapter in the measurement of extragalac-
tic distances and H0. The superb resolution and unequalled sensitivity at near-infrared
wavelengths is already demonstrated in the first data from the nearby galaxies from two
ongoing programs, including NGC 4258, NGC 7250, NGC 3972, NGC 5584 and NGC 4536,
at distances out to 20 Mpc. These early data clearly demonstrate the promise of JWST
for improving the measurement of extragalactic distances and the local, directly measured
value of H0. Our program has been optimized to observe Cepheids in the spiral arms of
the inner disks of galaxies, JAGB stars in the extended disks, and TRGB stars in the outer
halos of galaxies. All ten of the program galaxies are SN Ia hosts; an eleventh galaxy,
NGC 4258, will provide an absolute distance calibration through the geometric measurement
of its distance based on H2O megamasers.

Although the measurements to local galaxies continue to improve, we need to keep
open to the possibility that “unknown unknowns”, or perhaps “known unknowns”, could
still be significant.7 Keeping control of systematics below the 1% level (and convincing the
community that this has been achieved) remains an immense challenge; one that will require
the participation of several independent groups pursuing multiple independent methods. Such
e�orts are underway, and there is good reason to be optimistic that these e�orts will converge
and provide an answer to one of the most important problems in cosmology today — Is there
new fundamental physics required beyond standard �CDM?

An augmented and extended version of this review can be found in the online version
at https://arxiv.org/abs/2309.05618.

7
With acknowledgement to Donald Rumsfeld who said “There are known knowns. These are things we

know that we know. There are known unknowns. That is to say, there are things that we know we don’t know.

But there are also unknown unknowns. There are things we don’t know we don’t know”.

– 27 –
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H0 = 69.1 ± 1.5 km/s/Mpc

Freedman & Madore (2023) JCAP 

Hoyt et al 2024 

https://iopscience.iop.org/article/10.1088/1475-7516/2023/11/050/pdf
https://arxiv.org/pdf/2407.07309


σ8 : a measure of matter density 
inhomogeneity 

❖ Planck constraints on σ8 / S8  

❖ σ8 / S8  from weak lensing 

❖ CMB lensing

❖ σ8 / S8  from clusters 



σ8  measurements
❖ σ8 from WL 

❖ σ8 from CMB lensing
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�8 : RMS of mass density fluctuations
smoothed with an 8h�1Mpc top hot filter
(box with R = 8h�1Mpc side) at z=0
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σ8 : back to CMB/Planck 
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Planck measures the amplitude and power 
law index of the primordial spectrum 



Weak Lensing
Weak Lensing for precision cosmology, R. Mandelbaum, Ann. Rev. A&A (2018)

AA56CH10_Mandelbaum ARI 21 August 2018 9:35

a b
Sheared image

α = 4GM/bc2

DLS

DS
bb

Figure 1
(a) Shear distortion caused by weak gravitational lensing for a single lens and source. (b) Coherent patterns induced in source shapes
(blue ellipses) due to large-scale structure; the color intensity indicates the density in the simulation. Note that the orientation of the blue
ellipses aligns with the filamentary matter distribution. Panel a adapted from LSST Sci. Collab. et al. (2009) with permission from
image creator Tony Tyson, and panel b courtesy of Canada-France-Hawaii Telescope.

lensing distortions (i.e., shear), in which deviations from purely random galaxy orientations are
assumed to arise due to lensing; (b) estimates of distances to the galaxies involved, in order to
interpret the shape distortions in terms of cosmological parameters; and (c) a host of supporting
data, e.g., to confirm the calibration of the redshift estimates and inferred shear. Interpreting them
requires the ability to make predictions about the growth of cosmic structure at late times, well
into the nonlinear regime.

Weak lensing can be described as a linear transformation between unlensed (xu , yu) and lensed
coordinates (xl , yl ), where the origins of the coordinate systems are at the unlensed and lensed
positions of the galaxy:

[
xu

yu

]

=
[

1 − γ1 − κ −γ2

−γ2 1 + γ1 − κ

] [
xl

yl

]

. 1.

There are two components of the complex-valued lensing shear γ = γ1 + iγ2, which describes the
stretching of galaxy images due to lensing, and the convergence κ , which describes a change in size
and brightness of lensed objects. The shear has elliptical symmetry and, hence, transforms like a
spin-2 quantity. Because we do not know the unlensed distribution of galaxy sizes very precisely,
it is common to write this as

[
xu

yu

]

= (1 − κ)

[
1 − g1 −g2

−g2 1 + g1

][
xl

yl

]

, 2.

in terms of the reduced shear, gi = γi/(1 − κ).
Since the lensing shear causes a change in the observed galaxy ellipticities, inference of the

shear typically depends on measurements of the second moments of projected light distribution
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FIG. 1. The area coverage of the data used in this paper for performing 3⇥2pt measurements. The catalog of HSC galaxies used for the weak
lensing measurements are shown using the purple shaded region, while the catalog of SDSS galaxies is shown using yellow. The overlap
between the two catalogs is ⇠ 416 sq. degree. Our measurement of the clustering signal uses the entire SDSS region, while the measurements
of the galaxy-galaxy lensing signal and the cosmic shear signal utilize source galaxies in the overlapping area.

the cosmic shear analysis presented in our companion paper Li
et al. [43]. The resultant area of our shape catalog is ⇠ 416 sq.
degree. The on-sky projection of this area is shown in Fig. 1,
as the purple shaded region.

The HSC-Y3 shape catalog is accompanied by a photo-
metric redshift catalog of galaxies based on three different
methods [57][58]. The software M����� is a template fitting
based photometric redshift estimate code, while DE�P� and
DNN� provide machine learning based estimates of the pho-
tometric redshifts of galaxies[59]. Each of these methods pro-
vides an estimate of the posterior distribution function of the
redshift for each galaxy, denoted as %(Is). Photometric red-
shift uncertainties are one of most important systematic effects
in weak lensing cosmology, and can cause significant biases in
the cosmological parameters if they are affected by unknown
residual systematic errors. To minimize the impact of such
errors, we will adopt the method in Oguri and Takada [60] that
allows to self-consistently calibrate such photo-I errors, using
a single sample of photometric source galaxies and multiple
samples of spectroscopic lens galaxies in galaxy-galaxy weak
lensing measurements.

For this purpose, we define a sample of background galaxies
that satisfies π 7

Il,max+Idiff

%(Is)3Is � ?thresh , (1)

where Il,max was chosen to be equal to 0.70, the maximum
redshift of the lens samples that we will use for the galaxy-
galaxy lensing measurements (see below), Idiff = 0.05 and
?thresh = 0.99. Such cuts significantly reduce the contamina-
tion of source galaxies which are physically associated with
the lens galaxies which can dilute the weak lensing signal at
small separations. As our default choice, we use the %(I)

estimates for each galaxy provided by DE�P� .
The selection (Eq. 1) reduces the total number of galaxies

in our weak lensing sample to be just 24 percent of the original
shape catalog,[61] with an effective number density of 4.9
galaxies per square arcmin. Instead, if we use the posterior

distributions of the redshifts given by DNN� or M����� , the
number of galaxies is 9 or 35 percent of the entirety of the shape
catalog, respectively. These would correspond to an effective
number density of 1.9 and 6.8 galaxies per square arcmin for
DNN� and M����� , respectively. These differences in the
number density are entirely driven by the differences in the
widths of the individual %(I)’s inferred by the different codes.
The inferred %(I) estimates for individual galaxies obtained
using DNN� are on average broader than those obtained in
M����� and DE�P� . The broader widths result in a smaller
number of galaxies that satisfy the cut shown in Eq. (1).

The inferred redshift distributions of the sample of our fidu-
cial sources are shown in Fig. 2 based on the Bayesian Hier-
archical Inference presented in Rau et al. [62]. These redshift
distribution inferences (90 percent credible region shown in
gray) use both the individual redshift PDFs from photomet-
ric redshift estimation codes, as well as the measurements of
clustering of the galaxies in our source sample, with that of
red galaxies selected by the CAMIRA algorithm [63, 64]. The
90 percent credible intervals on the redshift inference from
each of these techniques individually are shown as the red
shaded region and black points with errors, respectively. As
mentioned before, we have multiple choices of photometric
redshift estimates for our sample of galaxies. Even though
we select galaxies using the DE�P� redshift PDFs, the same
source galaxy sample also has redshift estimates characterized
by the other codes, which help in pinning down any system-
atic uncertainties. The two panels in Fig. 2 correspond to
the use of individual redshift PDFs from DE�P� and DNN� ,
respectively, but for the same set of source galaxies. The
clustering method does not extend to the entire range of red-
shifts as we run out of galaxies with well calibrated redshifts
from CAMIRA beyond a redshift of 1.2. Note that the cross-
correlation results (marked by WX) differ in each of the panels
by their a-posteriori normalization factor from the joint like-
lihood inference between WX and DNN� /DE�P� , as can be
seen upon a close inspection of the two panels. The redshift
axes in each panel are aligned vertically for ease of compari-
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C. Lens Galaxy Sample

We use the large-scale structure sample compiled as part
of the Data Release 11 (DR11) [66] [67] of the SDSS-III
(Baryon Oscillation Spectroscopic Survey) project [68] for
measurements of the clustering of galaxies and as lens galaxies
for the galaxy-galaxy weak lensing measurements. The lens
galaxy sample used in this paper is the same as that used in the
first year analysis of HSC data (Miyatake et al. [69], Sugiyama
et al. [70]). The methodology used to construct the catalog is
the same as that described in Miyatake et al. [71]. We briefly
describe the catalog here.

The BOSS is a spectroscopic follow-up survey of galaxies
and quasars selected from the imaging data obtained by the
SDSS-I/II and covers an area of approximately 11,000 deg2

[72] using the dedicated 2.5m SDSS Telescope [73]. Imaging
data obtained in five photometric bands (D6A8I) as part of the
SDSS I/II surveys [74–76] were augmented with an additional
3,000 deg2 in SDSS DR9 to cover a larger portion of the sky
in the southern region [68, 77–79]. These data were processed
by a series of the photometric processing pipelines [80–82],
and corrected for Galactic extinction [83] to obtain a reliable
photometric catalog which serves as an input to select targets
for spectroscopy [68]. The resulting spectra were processed
by an automated pipeline to perform redshift determination
and spectral classification [84]. The BOSS large-scale struc-
ture (LSS) samples are selected using algorithms focused on
galaxies in different redshifts: 0.15 < I < 0.35 (LOWZ)
and 0.43 < I < 0.70 (CMASS). In addition to the galax-
ies targeted by the BOSS project, these samples also include
galaxies which pass the target selection but have already been
observed as part of the SDSS-I/II project (legacy galaxies).
These legacy galaxies were subsampled in each SDSS sector
[85] on the sky so that they obey the same completeness as
that of the LOWZ/CMASS targets in their respective redshift
ranges [86].

Various color-magnitude selections guarantee a population
of massive galaxies spanning a redshift range I 2 [0.15, 0.70]
in the spectroscopic survey. The resultant sample, however, is
not entirely a volume or flux limited sample of galaxies.

The SDSS spectrograph can assign at most 1000 fibers on
the sky at one time in a circular tile region (for the BOSS
survey). Therefore an adaptive tiling algorithm was used to
maximize the completeness of the survey. The spectra ob-
tained from the observations were processed with ��������,
the spectroscopic pipeline for determination of redshift and
spectral classification. Despite all optimizations, there exist
galaxies which obey the target selection, but cannot be as-
signed a fiber due to limitations of how close fibers can be
assigned on a given tile. In such cases, the galaxy is assigned
the redshift of its nearest neighbour galaxy which was assigned
a fiber. A similar procedure is used to assign redshifts to galax-
ies for which �������� failed to determine a redshift. In the
fiducial DR11 LSS catalog, the nearest neighbouring galaxy
gets an additional weight to account for the fiber-collided or
redshift failure galaxy. We instead assign the nearest neigh-
bour redshift to photometric galaxies with fiber collisions or
redshift failures. This should be equivalent when the entire
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FIG. 3. The redshift distribution of the three spectroscopic lens
samples are shown in red, green, and orange, respectively. These
distributions can be compared to the redshift distribution of the HSC
source galaxy sample used in our analysis shown in blue. In this figure
the latter is estimated using stacked %(I) distribution estimated by
DE�P� for the source galaxies used in our analysis.

sample is used. However, our method allows for making fur-
ther sub-samples based on absolute magnitude. Guo et al. [87]
have shown using detailed tests on mock galaxy catalogs that
the nearest neighbor redshift correction achieves sub-percent
accuracy in the projected galaxy auto-correlation function for
scales used in this paper.

This modified DR11 LSS sample described above forms
our parent catalog. We obtain the k+e-corrected 8-band abso-
lute magnitudes for individual SDSS galaxies using the k and
e-corrections tabulated in Wake et al. [88] relying on the “pas-
sive plus star-forming galaxies” spectral templates constructed
using the stellar population synthesis model in Bruzual and
Charlot [89]) of individual galaxies based on cmodel pho-
tometry. In order to minimize the effect of k-corrections, we
k-correct the magnitudes of the LOWZ galaxies to a redshift of
0.20 and that of CMASS galaxies to a redshift of 0.55. As we
will see below, these magnitudes allow us to define subsamples
from this parent catalog.

We use weights provided for all galaxies to account for the
inverse correlation between the number density of galaxies and
that of stars [90], and that of seeing (F⇤) as provided in the
SDSS DR11 large scale structure catalogs [86].

We define three subsamples which are approximately
volume-limited by luminosity. The “LOWZ” subsample con-
sists of galaxies with I 2 [0.15, 0.35], and the “CMASS1”
and “CMASS2” subsamples consists of galaxies with I 2

[0.43, 0.55] and I 2 [0.55, 0.70], respectively. We ap-
ply further cuts on the absolute magnitude of galaxies of
"8 � 5 log h < �21.5, �21.9 and �22.2 for the three sub-
samples, respectively. This results in subsamples which have
a number density equal to =̄g/[10�4

(⌘
�1Mpc)�3

] ' 1.8, 0.74
and 0.45, respectively, which are a few times smaller than
those of the entire parent (color-cut and flux-limited) LOWZ
and CMASS samples. The redshift distribution of the three
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FIG. 21: Comparison between our fiducial cosmology constraint and contemporary weak-lensing observations (i.e., KiDS-1000
and DES-Y3) and Planck-2018 CMB observation. The posterior data are plotted as published by each collaboration. These
analyses have slightly different priors and astrophysical and systematic models.

ence in the (8 constraint is less than 0.5f . Furthermore, we
conduct a number of tests using synthetic 2PCFs to confirm
that, for our fiducial scale cut, our constraint on (8 is robust
to modeling error in baryonic feedback. Given this positive
detection of baryonic feedback, future cosmology analyses,
especially ones aiming to use smaller scale data, will have to
be careful in understanding the modeling errors in baryonic
feedback.

B. ⌫-modes at Large Scales

We find significant ⌫-modes in b+ at scales \ > 60 arcmin,
especially in the last two tomographic bins. To mitigate the
⌫-mode leakage into our cosmology analysis, we apply conser-
vative scale cuts to remove angular scales with \ > 56 arcmin
in b+ . Similarly, Dalal et al. [39] find significant ⌫-modes
at scales ✓ < 300. Note that the DES-Y3 2PCF analysis has
a large-scale ct greater than 200 arcmin. Since the DES-Y3
2PCF measurement is dominated by data at very large scales,

https://arxiv.org/pdf/2304.00703
https://arxiv.org/pdf/2304.00701
https://arxiv.org/pdf/2304.00702
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[24] and those estimated by stacking the DEmPz (dashed lines), dNNz (dot-dashed lines) and mizuki (dotted lines) photo-I
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last two redshift bins are the =(I) distributions after after the self-calibration in parameter inference (see text for details).

those flagged by “i_calib_psf_used==True” are PSF stars;
and the others are defined as non-PSF stars.

In this paper, we use the PSF star sample to estimate the
additive bias on 2PCFs from PSF systematics, since as shown
in Zhang et al. [28], the additive bias on 2PCFs estimated from
PSF stars is consistent with that estimated with non-PSF stars.
In addition, the estimation of the PSF systematic error from
PSF stars has higher SNR since there are more stars in the
PSF star sample. We give the details of how we use PSF stars
to estimate the additive PSF systematic error and marginalize
over it in our cosmological analysis in Section IV E .

E. Mock Catalogs

In this subsection, we introduce the HSC-Y3 galaxy mock
shear catalogs, which are used to accurately quantify the un-
certainties of our measured 2PCFs (both galaxy-galaxy and
galaxy-star shape correlations) due to cosmic variance, galaxy
shape noise, measurement errors due to photon noise, and pho-
tometric redshift uncertainties. The mock catalogs are gener-
ated following Shirasaki et al. [58] with updates to incorporate
the survey footprint, galaxy shape noise, shape measurement
error, and photometric redshift error of the HSC-Y3 shear cat-
alog.

The mock shear catalog uses simulations of the full-sky
shear map at 38 redshifts generated by the ray-tracing simula-
tion [59] with 108 #-body simulations of the WMAP9 cosmol-
ogy (�0 = 70 km/s/Mpc, ⌦m = 0.279, ⌦b = 0.046, f8 = 0.82)
[3]. The ray-tracing simulation calculates the light-ray deflec-
tion on the celestial sphere using the projected matter density
field at the spherical shells [60, 61]. Each shell has a radial
“thickness” of 150 ⌘

�1Mpc . The angular resolution of the
shear map is 0.43 arcmin .

In order to increase the number of realizations of the mock
catalogs, we extract 13 separate regions with the same HSC
three-year survey geometry from each full-sky shear map, ob-
taining 108 ⇥ 13 = 1404 mock catalogs in total. These 1404

lensing-shear maps at 38 redshift planes are combined with
the observed angular positions, photo-Is, and shapes of real
galaxies [23] to generate mock shear catalogs. To be more
specific, source galaxies are populated on the lensing-shear
maps using the original angular positions and the dNNz “best-
fit” redshift estimates of the galaxies in the HSC shear catalog.
Each galaxy is assigned a source redshift estimate in the mock
following the dNNz photo-I posterior distribution. The shape
noise on each galaxy is generated with a random rotation of the
galaxy’s intrinsic shape following the intrinsic shape disper-
sion estimated in the HSC shear catalog, and the measurement
error is generated as a zero-mean Gaussian random number
with the standard deviation measured in the HSC shear cata-
log. We distort each galaxy’s intrinsic shape with the shear
value on the shear map and add measurement error to the dis-
torted shape to generate the final galaxy shape [see Section 4.2
in Ref. 58].

We note that our simulations use source galaxy positions
from the the real HSC data but unlike the real universe, the
positions are not correlated with the density field in the simu-
lations. The correlation between the source galaxy clustering
and the shear signal [62] are neglected in the mock.

III. TWO-POINT STATISTICS

The 2PCFs of galaxy shear [14], denoted as b±(\), are two-
point statistics that are widely used to constrain cosmological
parameters. In Section III A, we measure the 2PCFs from
the galaxy shear catalog introduced in Section II A; in Sec-
tion III B, we derive the covariance matrix of the 2PCFs using
mock shear catalogs introduced in Section II E; in Section III C,
we measure the ⌫-modes on 2PCFs to test the systematics in
our measurement.
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FIG. 3: The ten 2PCFs including four autocorrelations and six cross-correlations between the four tomographic redshift bins
(labeled with 1–4). This plot shows the 2PCFs on scales 5.3 < \ < 76 [arcmin] for b+, and 23.2 < \ < 248 [arcmin] for b� . The
unshaded region refers to the fiducial scale cut: 7.1 < \ < 56.6 [arcmin] for b+, and 31.2 < \ < 248 [arcmin] for b� . The
errorbars are estimated with mock catalogs. The total SNR of the measured 2PCFs is 26.6 . The solid lines are the best-fit
model of our fiducial analysis, as discussed in Section V A.

A. Two-point Correlation Functions

The 2PCFs can be measured from the shear catalog using
the per-object shear defined in equation (8):

bb±(\) =
Õ

8, 9 F(r8)W+(r8) F(r 9 )W+(r 9 )Õ
8, 9 F(r8)F(r 9 )

±

Õ
8, 9 F(r8)W⇥ (r8) F(r 9 )W⇥ (r 9 )Õ

8, 9 F(r8)F(r 9 )

(11)

where the summation is over every galaxy pair (8, 9) with
angular separation \ . For each galaxy pair, we decompose the
per-object shear estimates WU (r8) into tangential components,
W+(r8), and cross components, W⇥ (r8), with respect to the
direction connecting the two galaxies in a pair.

We use the public software ��������1 to measure both the
auto- and cross-correlations from the four tomographic red-
shift bins in equal log-intervals of � log(\) = 0.29 in the range

1 https://github.com/rmjarvis/TreeCorr

7.1 < \/arcmin < 56.6 for b+, and 31.2 < \/arcmin < 248
for b� . The small-scale cut is determined by the requirement
to control the modeling error on the matter power spectrum at
small scales due to baryonic physics (Section IV A); and the
large-scale cut is determined by the ⌫-mode systematics (Sec-
tion III C). For different redshift bins, we use consistent scale
cuts in \ for each of the measured auto- and cross-correlations
b+ and b� . It is worth mentioning that the DES cosmic shear
analysis [7, 63] adopts a redshift-dependent scale cut. Given
that we have not observed compelling evidence suggesting
a specific scale at any particular redshift introduces signifi-
cant bias, we choose to fix the scale cut across different bins,
which simplifies our decision-making process regarding scale
cuts. Fig. 3 shows the 2PCFs (i.e., bb8 9+ and bb8 9� ) measured
from the galaxy shear catalog in four tomographic bins. The
8 and 9 specify the galaxy samples in two tomographic bins
(note, in the case of 8 = 9 , the same tomographic bin) from
which the correlation function is calculated. The unshaded
region denotes the scales used for our fiducial analysis. We
have 7 angular bins for both b+ and b� . In total, we have
(7 + 7) ⇥ 10 = 140 data points for the 10 auto- and cross-
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ACT DR6 Data. The mass map and cosmological parameters
in this work are derived from CMB data from ACT. Located on
Cerro Toco in the Atacama Desert in northern Chile, ACT
observed the sky at millimeter wavelengths from 2007 until
2022. From 2016, the telescope was equipped with the
Advanced ACTPol (AdvACT) receiver containing arrays of
superconducting transition-edge sensor bolometers, sensitive to
both temperature and polarization at frequencies centered
roughly at 30, 40, 97, 149, and 225 GHz (Fowler et al. 2007;
Thornton et al. 2016); we denote these bands as f030, f040,
f090, f150, and f220. Our current analysis uses nighttime
temperature and polarization AdvACT data collected from
2017 to 2021 covering the CMB-dominated frequency bands
f090 and f150, constituting roughly half of the total volume
of data collected by ACT since its inception. Here we use an
early science-grade version of the ACT DR6 maps, labeled
dr6.01. Since the maps used in our analysis were generated,
we have made some refinements to the mapmaking that
improve the large-scale transfer function and polarization noise
levels, and we include data taken in 2022, although we have
performed extensive testing in Qu et al. (2024) to ensure that
the dr6.01 map quality is sufficient for lensing analysis. We
anticipate using a future version of these maps for further
science analyses and for the DR6 public data release.
Additionally, data collected during the daytime, at other
frequency bands, and during the years 2007–2016 are also
not included in the lensing measurement presented here, but we
intend to include them in a future analysis.

Software and Pipeline. In order to transform maps of the
CMB to maps of the lensing convergence, a preliminary
publicly available and open-source pipeline has been developed
for the upcoming Simons Observatory (SO; SO Collabora-
tion 2019); we demonstrate this pipeline for the first time on
ACT data in this series of papers. The SO stack consists of the
pipeline code so-lenspipe,62 which depends primarily on a

reconstruction code falafel,63 a normalization code tem-
pura,64 and the map manipulation library pixell.65 We
briefly summarize the measurement here, but the details can be
found in our companion paper, Qu et al. (2024).
Producing a Lensing Map. The individual frequency maps are

preprocessed and inverse-variance coadded. At f090 and f150,
the maps have an average white-noise level of 16 and
17 K arcminm - , respectively, though there is considerable
contribution from correlated atmospheric noise on the largest
scales (around 0°.3) used in our analysis, as well as moderate
levels of inhomogeneity (see Morris et al. 2022 and Atkins et al.
2023 for details of ACT noise). We use the quadratic estimator
formalism (Okamoto & Hu 2003; Planck Collaboration et al.
2020d) to transform maps of the co-added CMB (whose harmonic
transform modes we represent with ℓ) to maps of the lensing
convergence (whose harmonic transform modes we represent with
L); this formalism exploits the fact that gravitational lensing
couples previously independent spherical harmonic modes of the
unlensed CMB in a well-understood way. We exclude scales in
the input CMB maps with multipoles ℓ< 600 since these contain
significant atmospheric noise and Galactic foregrounds. We
exclude small scales (multipoles ℓ> 3000) owing to possible
contamination from astrophysical foregrounds like the thermal
Sunyaev–Zeldovich (tSZ) effect, the cosmic infrared background
(CIB), the kinetic SZ (kSZ) effect, and radio sources. Crucially,
we perform “profile hardening” on this estimator (Sailer et al.
2020), a variation of the “bias hardening” procedure (Namikawa
et al. 2013; Osborne et al. 2014). This involves constructing a
quadratic estimator reconstruction designed to capture mode
couplings arising from objects with radial profiles similar to the
tSZ imprints of galaxy clusters. We then construct a linear
combination of the usual lensing estimator with this profile
estimator such that the response to the latter is nulled. The
deprojection of contaminants using this profile hardening
approach is our baseline method for mitigation of contamination
from extragalactic astrophysical foregrounds, though we also
obtain consistent results with alternative mitigation schemes, e.g.,
involving spectral deprojection of foregrounds (Madhavacheril &
Hill 2018; Darwish et al. 2021) and shear estimation (Schaan &
Ferraro 2019; Qu et al. 2023). The companion paper MacCrann
et al. (2024) investigates in detail the bias from foregrounds and
shows how our baseline choice fully mitigates the bias from all
known sources of foregrounds (including the CIB).
Additionally, our mass maps are made using a novel cross-

correlation-based estimator (Madhavacheril et al. 2021): this is a
modification of the standard quadratic estimator procedure
(Okamoto & Hu 2003) that, through the use of time-interleaved
splits, only includes terms that have independent instrument noise.
This makes our measurement insensitive to mismodeling of
instrument noise.66 For the released mass map in particular, this
ensures that a “mean-field” term we subtract to correct for
mask- and noise-induced statistical anisotropy (see, e.g.,
Benoit-Lévy et al. 2013) does not depend on details of the
ACT instrument noise, allowing for the scatter in cross-
correlations on large angular scales to be predicted more
reliably.

Figure 1. Mass map weights for CMB and galaxy weak lensing, normalized to
the maximum value. The blue solid curve shows the relative weights different
redshifts receive in a mass map reconstructed from CMB lensing (as in this
work), and the orange solid curve shows the same for a sample of galaxies at
z = 1 (typical of current galaxy lensing surveys). The dashed curves show the
corresponding source distribution, with that for the CMB centered at the
redshift of last scattering around z = 1100. The comoving distances to the peak
redshifts are roughly 1 Gpc (galaxy lensing) and 5 Gpc (CMB lensing). An
angular scale of ∼1° or a lens multipole of L = 200 then corresponds to
comoving wavenumbers at those distances of roughly 0.2 Mpc−1 (galaxy
lensing) and 0.04 Mpc−1 (CMB lensing).

62 https://github.com/simonsobs/so-lenspipe/

63 https://github.com/simonsobs/falafel/
64 https://github.com/simonsobs/tempura/
65 https://github.com/simonsobs/pixell/
66 This is optimized for current and forthcoming ground-based surveys, which
have complicated noise properties owing to the interplay between the
atmospheric noise and the telescope scanning strategy.
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Since the NPIPE and ACT DR6 measurements only overlap
over part of the sky, probe different angular scales, and have
different noise and instrument-related systematics, they provide
nearly independent lensing measurements. Thus, apart from
comparing the two measurements, the consistency in terms of
lensing amplitude and the ( )S 0.38

CMBL
8 m

0.25sº W lensing-
only constraint as presented in Qu et al. (2024) suggests that we
may safely combine the two measurements at the likelihood
level to provide tighter constraints. For the NPIPE lensing
measurements, we use the published NPIPE lensing band
powers, but we use a modified covariance matrix to account for
uncertainty in the normalization in the same way as we do for
ACT.71 We compute the joint covariance between ACT and
NPIPE band powers using the same set of 480 full-sky FFP10
CMB simulations used by NPIPE to obtain the Planck part of
the covariance matrix; see Qu et al. (2024) for details. The
resulting joint covariance indicates that the correlation
coefficient between the amplitudes of the ACT and Planck
lensing measurements is approximately 18%. This is expected
given the fact that although the ACT and NPIPE data sets have
substantially independent information, the sky overlap between
both surveys means that there is still some degree of correlation
between nearby lensing modes.

The combination of ACT lensing, Planck lensing, and BAO
provides the following 1.6% marginalized constraint:

( )0.812 0.013, 58s = 

which is also consistent with the Planck CMB anisotropy value
σ8= 0.811± 0.006 and the WMAP + ACT DR4 CMB
anisotropy value σ8= 0.819± 0.011.

3.4. Comparison with Galaxy Surveys

In order to place our constraints in the context of existing
measurements, we use the most recently published galaxy
weak-lensing measurements from the Dark Energy Survey72

(henceforth DES-Y3), the Kilo Degree Survey73 (henceforth

KiDS-1000), and the Hyper Suprime-Cam Subaru Strategic
Program74 (henceforth HSC-Y3). For each survey, we use the
weak-lensing shear two-point functions only; we do not include
galaxy clustering or cross-correlations between galaxy over-
density and shear. While the three surveys provide similar
statistical power, each has relative strengths and weaknesses:
DES covers the greatest area (approximately 5000 deg2) with the
lowest number density (5.6 galaxies arcmin–2), while HSC-Y3
covers a relatively small area (approximately 416 deg2) at much
higher number density (15 galaxies arcmin–2). KiDS-1000 lies in
the middle in both respects and has the advantage of overlap
with the VIKING survey (Edge et al. 2013), which provides
imaging in five additional near-infrared bands, enabling potential
improvements in photometric redshift estimation.
We use the published shear correlation function measurements

and covariances from DES-Y3 and KiDS-1000 and Fourier-
space and real-space measurements from HSC-Y3. For our DES-
Y3 analysis we follow closely Abbott et al. (2022), Amon et al.
(2022), and Secco et al. (2022), using the same angular-scale
ranges and modeling of intrinsic alignments, while for KiDS-
1000 we follow closely Longley et al. (2023), who reanalyzed
galaxy weak-lensing data sets, including KiDS-1000 after their
initial cosmological analyses in Asgari et al. (2021) and
Heymans et al. (2021). We follow the “Δχ2 cut” approach of
Longley et al. (2023), removing small-scale measurements to
avoid marginalizing over theoretical uncertainty in the matter
power spectrum due to baryonic feedback. For HSC-Y3, we
show results from the HSC Collaboration, who reran both their
Fourier-space and real-space analyses using the parameterization
and priors shown in Table 1 in combination with galaxy BAO.
We provide further details of our analysis and comparison with
published results in Appendix C.
Our results are shown in Figure 8 for two parameter

combinations: (1) ( )S 0.3m8 8
0.5sº W , which is best constrained

using galaxy weak lensing; and (2) the amplitude of matter
fluctuations σ8 alone. An interesting aspect of these results is that
the σ8 constraints from CMB lensing combined with BAO are
significantly tighter than those from galaxy weak-lensing shear
combined with BAO. This difference arises from the different

Figure 6. Left: the ACT lensing measurement of the amplitude of matter fluctuations σ8. For each data set, we show 68% and 95% confidence limits. Lensing
measurements also depend on H0 and Ωm; we break this degeneracy by including BAO data. The ACT lensing measurement agrees well with the Planck lensing
measurement, as well as the inference of σ8 from Planck CMB anisotropies assuming ΛCDM, a mainly early-universe measurement. Right: comparison of σ8
measurements between ACT CMB lensing and a consistent reanalysis of galaxy weak-lensing (cosmic shear) data sets. The latter also are degenerate with other
parameters (more severely; see Appendix D). All constraints here—except those from Planck CMB anisotropies—include a BBN prior on Ωbh

2.

71 https://github.com/carronj/planck_PR4_lensing
72 https://www.darkenergysurvey.org/
73 https://kids.strw.leidenuniv.nl/ 74 https://hsc.mtk.nao.ac.jp/ssp/survey/
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updated big bang nucleosynthesis (BBN) measurements of
deuterium abundance from Mossa et al. (2020), but the
constraints are not noticeably degraded using broader priors,
e.g., from Cooke et al. (2018).

Importantly, in our comparison here of CMB lensing, galaxy
weak lensing, and CMB anisotropies, we fix the sum of
neutrino masses ∑mν to be the minimal value of 0.06 eV
allowed by neutrino oscillation experiments (with one massive
and two massless neutrinos), but we return to constraining this
parameter with ACT data in Section 4.2. We also compare our
results from CMB lensing with those from the two-point power
spectrum of the CMB anisotropies themselves; see Appendix B
for details on constraints from the latter that we revisit with our
inference framework.

3.1. BAO Likelihoods

Weak-lensing measurements depend primarily on the
amplitude of matter fluctuations σ8, the matter density Ωm,
and the Hubble constant H0. In order to reduce degeneracies of
our σ8 constraint with the latter parameters and allow for more
powerful comparisons of lensing probes with different
degeneracy directions, we include information from the 6dF
and SDSS surveys. The data we include measure the BAO
signature in the clustering of galaxies with samples spanning
redshifts up to z; 1, including 6dFGS (Beutler et al. 2011),
SDSS DR7 Main Galaxy Sample (MGS; Ross et al. 2015),
BOSS DR12 luminous red galaxies (LRGs; Alam et al. 2017),
and eBOSS DR16 LRGs (Alam et al. 2021). We do not use the
higher-redshift emission-line galaxy (Comparat et al. 2016),
Lyα (du Mas des Bourboux et al 2020), and quasar samples
(Hou et al. 2021), though we hope to include these in future
analyses. We only include the BAO information from these
surveys (which provides constraints in the Ωm–H0 plane) and
do not include the structure growth information in the redshift-
space distortion (RSD) component of galaxy clustering. We
make this choice so as to isolate information on structure
formation purely from lensing alone.

3.2. The ACT Lensing Measurement of σ8

The ACT lensing power spectrum shown in Figure 5 is
proportional on large scales to the square of the amplitude of
matter fluctuations σ8 and is therefore an excellent probe of
structure growth. This is particularly so in combination with
BAO, which does not measure structure growth but whose
expansion history information helps break degeneracies with Ωm

and H0. In Figure 6 we show constraints in the σ8–Ωm plane, and
in Figure 7 we show all the sampled parameters. The gray
dashed contours from BAO alone do not provide information in
the σ8 direction, and the ACT lensing-alone data set constrains
well roughly the parameter combination ( )0.3m8

0.25s W (see Qu
et al. 2024, for further investigation of this combination). The
combination of ACT lensing and BAO provides the following
1.8% marginalized constraint (see Table 2):

( )0.819 0.015. 48s = 

This is consistent with the value inferred from Planck
measurements of the CMB anisotropies that mainly probe the
early universe, as can also be seen in the marginalized
constraints in Figure 8. Since CMB anisotropy power spectra
also contain some information on the late-time universe
(primarily through the smoothing of the acoustic peaks due
to lensing), we additionally show inferred values of σ8 where
the lensing information has been marginalized over (by freeing
the parameter Alens; Calabrese et al. 2008)69 so as to isolate the
early-universe prediction from Planck (see Appendix B for
more information). Our CMB-lensing-inferred late-time mea-
surement remains consistent with this Alens-marginalized
prediction of σ8 from the Planck CMB anisotropies.
Our companion papers Qu et al. (2024) and MacCrann et al.

(2024) provide detailed investigations of potential systematic
effects in the lensing power spectrum measurement. In
Figure 9, we perform inferences of σ8 in combination with
BAO for variations of the mass maps designed to test for our
most significant systematic: astrophysical foregrounds. As
explained in Qu et al. (2024), while our analysis was carefully
blinded, a parallel investigation of the effect of masking and
inpainting at the locations of SZ clusters led us to make a
change in the pipeline post-unblinding; we find that this
resulted in only a 0.03σ shift in σ8. Similarly, we find
consistent results with an alternative foreground mitigation
method (CIB deprojection; see MacCrann et al. 2024 for
details) and when using polarization data alone, where
foreground contamination is expected to be significantly lower,

Figure 4. A zoom-in of a 900 deg2 region of the ACT DR6 mass map shown as the Wiener-filtered gravitational potential (related to the convergence through
∇2f = − 2κ). The distribution of dusty galaxies constituting the CIB measured by Planck is overlaid as contours. The overdensities in red correspond well with the
bright/white mass-dominated regions of the mass map, and the underdensities in blue correspond well with the darker mass-devoid regions.

69 In this paper, as in Calabrese et al. (2008), we use Alens to refer to an
amplitude scaling of the lensing that induces smearing of acoustic peaks in the
two-point power spectrum while leaving the four-point lensing power spectrum
fixed. We caution that the same notation is used in Qu et al. (2024) for a
different parameter characterizing the amplitude of the measured four-point
lensing power spectrum with respect to a prediction using a ΛCDM cosmology
that best fits the Planck CMB anisotropies.
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1. CMB. These are CMB (two-point) anisotropy constraints,
including our consistent reanalysis of Planck PR4 CMB,
with and without marginalization over Alens, and WMAP
+ACT DR4. This sets our expectation from the mainly
primordial CMB view of the early universe.

2. CMBL. These are CMB lensing constraints with peak
information from around z= 1 to 2 from SPTpol

(Bianchini et al. 2020), our reanalysis of Planck NPIPE
(Carron et al. 2022), our baseline analysis of the new
ACT DR6 CMB lensing mass map, and our combination
of the latter with Planck NPIPE.

3. WL. These are LSS measurements mainly driven by
cosmic shear with optical weak lensing, but that may also
include galaxy–galaxy lensing and galaxy clustering. We
show constraints from the 3× 2 pt DES-Y3 cosmology
results (Abbott et al. 2022), the KiDS-1000 3× 2 pt
analysis (Heymans et al. 2021), and the HSC-Y3 galaxy
lensing Fourier-space (Dalal et al. 2023) and real-space
analyses (Li et al. 2023).

4. GC. We show a constraint from galaxy clustering with the
BOSS and eBOSS spectroscopic surveys, the final SDSS-
IV cosmology analysis with BAO and RSD (Alam et al.
2021),76 which notably is consistent with CMB aniso-
tropies. There have been several independent analyses of
BOSS data using effective field theory techniques. While
some obtain consistent results (D’Amico et al. 2022; Yu
et al. 2023), others (e.g., Philcox & Ivanov 2022; Ivanov
et al. 2023) obtain somewhat lower constraints on S8
despite a large overlap in data.

Table 2
Marginalized Constraints on Cosmological Parameters in a Consistent Analysis of Various Weak-lensing Data Sets Shown alongside CMB Anisotropy (Two-point)

Constraints

Data σ8 S8 Ωm H0

(km s−1 Mpc−1)

Planck CMB aniso. (PR4 TT+TE+EE) + SRoll2 low-ℓEE 0.811 ± 0.006 0.830 ± 0.014 0.314 ± 0.007 67.3 ± 0.5
Planck CMB aniso. (+Alens marg.) 0.806 ± 0.007 0.817 ± 0.016 0.308 ± 0.008 67.8 ± 0.6
ACT CMB lensing + BAO 0.820 ± 0.015 0.840 ± 0.028 0.315 ± 0.016 68.2 ± 1.1
ACT+Planck lensing + BAO 0.815 ± 0.013 0.830 ± 0.023 0.312 ± 0.014 68.1 ± 1.0
ACT+Planck lensing (extended) + BAO 0.820 ± 0.013 0.841 ± 0.022 0.316 ± 0.013 68.3 ± 1.0
KiDS-1000 galaxy lensing + BAO 0.732 ± 0.049 0.757 ± 0.025 0.323 ± 0.034 68.9 ± 2.0
DES-Y3 galaxy lensing + BAO 0.751 ± 0.035 0.773 ± 0.025 0.319 ± 0.025 68.7 ± 1.5
HSC-Y3 galaxy lensing (Fourier) + BAO 0.719 ± 0.054 0.766 ± 0.029 0.344 ± 0.038 70.2 ± 2.3
HSC-Y3 galaxy lensing (real) + BAO 0.752 ± 0.045 0.760 ± 0.030 0.308 ± 0.024 68.0 ± 1.5

Note. Throughout this work, we report the mean of the marginalized posterior and the 68% confidence limit, unless otherwise mentioned.

Figure 8. Marginalized posteriors for various combinations of parameters
measuring the amplitude of matter fluctuations. The top panel shows

( )S 0.3m8 8
0.5sº W , which is best constrained by galaxy lensing, and the

bottom panel shows σ8. All lensing measurements shown here include BAO
data. The Planck CMB anisotropy measurements are shown both without and
with marginalization over late-time information; while the former is mostly an
early-universe extrapolation, the latter is more fully so.

Figure 9. Marginalized posteriors for σ8 using variations of our ACT lensing
analysis in combination with BAO data (black). The SZ inpainting method was
our pre-unblinding result (see Qu et al. 2024). We also show variations that use
only polarization data and with an alternative CIB deprojection method for
mitigating foregrounds. Constraints that use two alternative nonlinear models
from Mead et al. (2021; with baryonic feedback) and from Casarini et al.
(2009, 2016) are also shown. The constraint that uses linear theory (gray) is not
expected to agree perfectly, but the shift is small; together, these show that the
details of the nonlinear prescription do not matter significantly.

76 This is obtained from the marginalized statistics of the chains linked
here: https://svn.sdss.org/public/data/eboss/DR16cosmo/tags/v1_0_1/
mcmc/base/BAORSD_lenspriors/dist/base_BAORSD_lenspriors.margestats
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Zoom in (900 deg2) ACT lensing mass map 
contours : dusty galaxies from Planck CIB
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Fig. 1: The sky distribution of the 5259 confirmed clusters of galaxies in the cosmology subsample, detected in the Western Galatic
Hemisphere of the eRASS1 All-Sky Survey in equatorial coordinates. The common footprint between the Legacy Survey-South and
eRASS1 reaches up to 12791 deg2. The sample covers a redshift range of 0.1 to 0.8. The redshifts of the sources are color-coded,
and the sizes of the marks are proportional to the observed eROSITA X-ray count rate. The overlaid image in the background shows
the exposure map of the eRASS1 Survey in the 0.2-2.3 keV energy band. The regions plotted in solid lines show the footprints of
optical surveys employed in the week lensing mass calibration DES in blue, KiDS in red, and HSC Y3 in green, covering 4968 deg2

in total.

subsample, Bulbul et al. (A&A subm.) applied a conservative
extent likelihood cut of Lext > 6 to the primary sample, resulting
in 11,141 cluster candidates detected as extended in the clean
eRASS1 cluster catalog.

The confirmation, identification, and redshift measurements
of the X-ray-selected cluster candidates are performed using the
publicly available DESI Legacy Survey Data Release 10 data
(LS DR10). LS DR10 is a compilation of three surveys that cover
most of the extragalactic sky (Dey et al. 2019; Sevilla-Noarbe
et al. 2021). The cosmology subsample is compiled using only
the southern area below Dec.. 32.5� (LS DR10-South here-
after) to maximize homogeneity, as the observations are taken
with the same telescope and set of filters. This ensures that
the subset of the eRASS1 clusters has homogeneous systemat-
ics on the photometric redshifts (ẑ�) and richness (�̂) measure-
ments. The common footprint between the eROSITA survey in
the Western Galactic Hemisphere and the southern LS DR10-
South footprint is 12,791 deg2, and contains 8,129 cluster candi-
dates (Kluge et al. A&A subm.). The confirmation and identifi-
cation are performed with the red-sequence-based cluster finder
algorithm eROMaPPer (Ider Chitham et al. 2020; Kluge et al.
A&A subm.). For the catalog used in this work, we combine g,
r, and z filter bands to ensure homogeneity of the richnesses, red-
shifts, and contamination. In the cosmology catalog used in this
work, we adopt photometric redshifts for the detected cluster to
ensure homogeneity and uniform treatment for all the optically
measured properties (see Bulbul et al. A&A subm., for further
details). Of the 7,077 candidate clusters in the LS DR10-South
footprint, we can identify the optical counterparts of 6,562 se-
curely detected clusters.

We note that the detection of faint galaxies below the lim-
iting luminosity L > 0.2 L⇤ is highly uncertain, and the mea-
sured richness artificially increases because of Eddington bias.
To have reliable photometric redshift measurements with well-
controlled biases and uncertainties, we apply a further flag of
IN_ZVLIM==True (see Kluge et al. A&A subm., for further de-
tails). Additionally, we limit our redshift range to 0.1 < z <
0.8, where the photometric redshifts are the most reliable (see
Kluge et al. A&A subm., for details). As a final cut, we remove
all the clusters with measured richness smaller than 3 to decrease
the contamination as these would be cases with no optical clus-
ter counterpart (see Kluge et al. A&A subm., Section 3.2.3) as
they would have a significantly larger chance of being contam-
inants and thus have likely the wrong photometric redshifts as-
signed. The usage of richness measurements below 20 has been
shown to be problematic in cluster number counts experiments
with optical selection only (Dark Energy Survey Collaboration
et al. 2020). However in our case, richness is not used as a direct
proxy for cosmology, rather, it is mostly used as a clean-up quan-
tity that is very helpful in statistically discriminating between
clusters and contaminations in our sample, see Section 4.2. Fur-
thermore, richness for an ICM selected sample, such as our case,
has been shown to be well behaved with small scatter (Saro et al.
2015; Bleem et al. 2020; Grandis et al. 2021b; Giles et al. 2022).
The final cosmology subsample comprises 5,263 securely con-
firmed galaxy clusters in the 12,791 deg2 LS DR10-South area.
The projected spatial distribution of the clusters in this sample
is shown in Fig. 1, overlaid on the exposure map of the eRASS1
survey. The median redshift in the catalog is 0.29. The redshift
and richness histograms of all confirmed clusters are presented

Article number, page 4 of 43

5259 confirmed clusters in the Western Galactic 
Hemsiphere (eRASS1)

Ghirardini et al.: Cosmology Constraints from eRASS1 Cluster Abundances

Fig. 9: Posterior distributions on ⌦m and �8 from the ⇤CDM fit to eRASS1 data are shown in orange. Similarly, the Planck CMB
2020 best-fit contours and eRASS1 with Planck CMB are shown in blue and red (Planck Collaboration et al. 2020a). This figure
provides a comparison of eRASS1 with other cosmology probes, e.g., the cosmic shear constraints from the joint analysis of DES
and KiDS data (Dark Energy Survey and Kilo-Degree Survey Collaborations et al. 2023), DES 3x2 clustering constraints (Dark
Energy Survey Collaboration et al. 2022), KiDS 3x2 constraints (Heymans et al. 2021), results from the combined ACT lensing and
BAO (Qu et al. 2023), and Planck lensing analyses (Planck Collaboration et al. 2020b).

Equation (34), we see a shift to a higher value of ⌦m and to
a lower value for �8, a significant improvement on our con-
straints on the ⌦m and �8 parameter plane. This is because the
Planck CMB 2020 constraints on ⌦m and �8 are tight and de-
generate along a direction orthogonal to the S 8 direction. As
a result, the combined best-fit parameters are at the parameter
space where these two constraints intersect. It is worth noting
that Planck CMB 2020 ⇤CDM constraints are obtained with a
di↵erent set of assumptions compared to ours, i.e., the sum of
neutrino masses are fixed in their fits to 0.06 eV, the lower bound
on the neutrino masses from oscillation experiments (Tanabashi
et al. 2018). In our ⇤CDM analysis, we set the neutrino mass
to 0 eV. Figure B.4 shows the negligible impact of fixing the
summed neutrino on our constraints to a lower limit of 0.06 eV
obtained from the ground-based experiments (Tanabashi et al.
2018).

A more direct way to compare our constraints with the re-
sults from the CMB analysis is to measure the S 8, which com-
bines the constraints on parameters ⌦m and �8. Our data con-
strains the parameter S 8 with high precision due to the direction
and orientation of the degeneracy between these two parame-
ters. The best-fit ↵best value that minimizes the standard devia-
tion of �8 ⇥ (⌦m/0.3)↵ along the direction of our degeneracy, is

↵best = 0.42±0.02. Our best-fit value is close to 0.5, the canonical
value of ↵ used in the definition of S 8 in Planck Collaboration
et al. (2020a). The cluster cosmology experiments, e.g., Bocquet
et al. (2019) reports ↵best = 0.2 for the SPT-SZ sample, while
Chiu et al. (2023) finds ↵best = 0.3 for the eFEDS clusters, a
smaller value than what we find in this work. On the other hand,
the power spectrum analysis of the shear measurements of the
HSC field produces an ↵best value of 0.45, consistent with our
results Hikage et al. (2019). Regarding the S 8 constraints, we
obtain a degeneracy between �8 and ⌦m, which is almost per-
fectly aligned with the slope in the S 8 definition. This makes the
constraints on �8 tighter in our experiment than other surveys.
Similarly, the recent SPT constraints show the slope ↵best ⇠ 0.25
(Bocquet et al. 2024), and indeed their optimal parameter com-
bination �8 ⇥ (⌦m/0.3)0.25 measure a relative uncertainty very
close to the uncertainty we obtain on S 8 in the eRASS1 sample.
The degeneracy reported in other experiments does not have a
direction in line with the S 8 definition.

Figure 10 shows our constraint on the S 8 parameter and its
comparisons with the selected results from experiments utilizing
cluster abundances and weak lensing mass calibration in the lit-
erature (Bocquet et al. 2019; Garrel et al. 2022), cosmic shear
(Amon et al. 2022; Secco et al. 2022; Li et al. 2023; van den
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FIG. 1. Projection of the 1,005 clusters in the SPT sample along the dimensions of redshift, SPT detection significance, and
optical richness. Orange histograms show the data. Thick lines show the mean recovered model in an analysis of the cluster
abundance and cluster lensing, thin solid lines show the 1� uncertainty on the mean, and dotted lines show the 1� Poisson
uncertainty (statistical shot noise). There is qualitative agreement between the model and the data.

final sample purity is > 98% (see Fig. 2 in Paper I).3 At
fixed SPT detection significance, the di↵erent SPT sur-
veys have di↵erent levels of purity because of the varying
depths. To keep the overall sample purity approximately
constant, over the joint SPT–DES area, we select clusters
according to

⇠ > 4.25 / 4.5 / 5 (500d / SZ / ECS),

� > �min(z),

z > 0.25.

(2)

The final sample comprises 1,005 confirmed clusters
with redshift measurements.4 All clusters in the DES
region also have richness measurements and optically de-
termined center positions (from DES or WISE). Figure 1
shows the distribution of clusters as a function of redshift,
SPT detection significance, and optical richness.

B. DES Y3 Weak-Lensing Data

The DES covers 5,000 deg2 of the southern sky in the g,
r, i, z, and Y bands. The DES Y3 cosmology dataset cov-
ers 4,143 deg2 after masking, of which 3,567 deg2 overlap
with the SPT cluster surveys. The weak-lensing shape
catalog [39] is created by applying the Metacalibra-
tion pipeline [40, 41] to data from the r, i, and z bands.
Detailed information about the photometric dataset [42],
the modeling of the point-spread function [43], and image
and survey simulations [44, 45] can be found in dedicated

3 Any remaining level of sample contamination is thus within the
shot noise of the sample.

4 The statistical uncertainties in the redshift measurements do not
limit the cosmological constraining power of our cluster dataset.

DES Y3 publications. Following the 3⇥2 pt analysis [9],
we select lensing source galaxies in four tomographic bins.
The redshift distributions of these source bins are cali-
brated using self-organizing maps [46].
For every SPT cluster in the DES footprint, we ex-

tract a weak-lensing shear profile within the radial range
0.5 < r/(h�1Mpc) < 3.2 (1 + zcluster)�1, centered on
the optically determined cluster center.5 This radial cut
avoids the problematic central region of the cluster (af-
fected by feedback from active galactic nuclei, miscenter-
ing, blending, cluster member contamination, non-linear
shear) and ensures that only the 1-halo term regime is
considered [47]. We restrict the use of DES weak-lensing
data to clusters below redshift z = 0.95, which cor-
responds to the median redshift of the highest-redshift
source bin. We extract 688 cluster shear profiles from
a total of 555,912 source galaxies. For illustrative pur-
poses, we show stacked shear profiles in bins of cluster
redshift and SPT detection significance in Fig. 2.
For the purpose of robustness checks (see Sec. IV), we

also measure shear profiles in a more conservative radial
range 0.8 < r/(h�1Mpc) < 3.2 (1 + zcluster)�1. As an-
other alternative, we measure shear around the cluster
centers as determined in the SZ analysis. We estimate
the level of cluster member contamination using two dif-
ferent redshift estimators (DNF [48] as the default, and
BPZ [49] as an alternative).
We quantify and discuss the relevant sources of sys-

tematic and statistical uncertainties related to the weak-
lensing measurements (cluster member contamination,
miscentering of the shear profile, shear and photo-z cali-

5 We convert the measured angular separations to physical sepa-
rations assuming ⌦m = 0.3.

1005 clusters of the SPT sample
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FIG. 5. Constraints on ⌦m and �8 from the abundance of
SPT-selected clusters (68% and 95% credible regions). In
comparison with the precursor analysis of 343 SPT-SZ clus-
ters (gray contours; [7]), the larger cluster sample and the
improved weak-lensing mass calibration enable tighter con-
straints (red contours). We also show the constraints ob-
tained from the SPT cluster abundance with DES Y3 lens-
ing, without using the HST-39 high-redshift cluster lensing
dataset (blue contours). Green contours show the constraints
obtained when restricting the cluster sample to ⇠ > 5, as was
done in precursor analyses (this result also corresponds to
item 6 in Sec. IV).

V. RESULTS

We present and discuss constraints on the ⇤CDM and
wCDM models, and on the scaling relation parameters.
Our baseline setup includes the sum of neutrino massesP

m⌫ as a free parameter; however, we can only con-
strain it in combination with measurements of primary
CMB anisotropies from Planck. We also present con-
straints on an empirical extension of the ⇤CDM model,
in which we allow the rate of structure growth to deviate
from the standard prediction. We implement this test as
a direct measurements of �8 at di↵erent redshifts between
0.25 and 1.8.

A. ⇤CDM with Massive Neutrinos

In Fig. 5, we show the constraints on ⌦m and �8 as
derived from the SPT cluster abundance. We note that
supplementing the DES lensing data with high-redshift
cluster lensing data from HST leads to a slight shift of
the constraints along the degeneracy axis. The results
obtained from the fiducial, combined analysis setup—

FIG. 6. Constraints on ⌦m and �8 from various analyses of
the cluster abundance (68% and 95% credible regions). Along
with our work, we also show results obtained from X-ray se-
lected clusters (ROSAT [89], eFEDS [90]) and optically se-
lected clusters (DES Y1 [81, 91], KiDS [92]). Our analysis
places the tightest constraints on �8 and Sopt

8
.

SPT(SZ+pol) cluster abundance with (DES Y3 + HST-
39) lensing—are summarized in Table II. As demon-
strated in Fig. 5, our new analysis significantly improves
over the precursor study, which used 343 clusters in the
SPT-SZ survey and lensing information from 32 targeted
observations [7]. Our new results are shifted toward
higher values of �8, which is caused by using DES Y3
lensing data for mass calibration. Remember that our
analysis also uses a larger cluster sample than the prede-
cessor analysis, but the SPT cluster samples are consis-
tent with one another, ruling out the possibility that the
shift in �8 can be explained with changes in the cluster
sample [30, 37].12 Finally, we note that neglecting the
systematic uncertainties in the lensing model only has a
small impact on the recovered constraints (first vs. sec-
ond row in Fig. 3). This implies that our constraints are
still limited by the precision of the lensing measurements,
rather than the uncertainties in the modeling. The sta-
tistical uncertainty will be improved in future analyses
by increasing the number of lenses (larger cluster sam-
ple), and/or by using lensing datasets with higher source
densities and higher lensing e�ciencies.

12 We checked that analyzing the SPT cluster sample used in this
work with the lensing data used in [7] leads to results that are
centered on the gray contours in Fig. 5, whereas analying the 343
SPT-SZ clusters with the DES Y3 + HST-39 lensing data leads
to constraints centered on the results presented in this work.

Grey : previous SPT analysis (smaller sample)
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TABLE IV. Constraints on ⌦m and �8(z) for a ⇤CDM cos-
mology with massive neutrinos (mean and 68% credible inter-
val). Using the abundance of SPT clusters with DES Y3 +
HST weak-lensing mass calibration, and a prior on the sound
horizon at recombination ✓⇤ from Planck, we constrain �8 at
discrete redshifts. We also quote �8(z) for ⇤CDM and pa-
rameters from Planck 2018 TT,TE,EE+lowE.

Parameter SPT cluster abundance+✓⇤ Planck

⌦m 0.320± 0.029 0.321± 0.015

�8(z = 0.34) 0.670± 0.026 0.676± 0.015

�8(z = 0.49) 0.599± 0.022 0.625± 0.014

�8(z = 0.64) 0.603± 0.023 0.580± 0.013

�8(z = 0.82) 0.524± 0.020 0.535± 0.013

�8(z = 1.35) 0.406± 0.017 0.425± 0.010

constraint on the matter density through the measure-
ment of the sound horizon at recombination 100 ✓⇤ =
1.04109± 0.00030 by Planck [2].20

We summarize our results in Fig. 10. The gray band
shows the 68% credible interval of �8 as a function of
redshift, assuming the ⇤CDM model with massive neu-
trinos, and parameters as measured by Planck primary
CMB anisotropies. Red data points show direct mea-
surements of �8 at five redshifts, as probed by the clus-
ter abundance in combination with the ✓⇤ prior. Note
that the ✓⇤ prior represents a subset of the information
contained in the Planck CMB data, and we are thus com-
paring growth measurements for similar background cos-
mologies (thereby avoiding regimes where di↵erences in
�8(z) could be caused by di↵erences in ⌦m instead of
di↵erences in structure growth). Blue data points are
obtained from a cross-correlation analysis of DESI LRGs
and Planck CMB lensing, with ✓⇤ fixed [109].21 Brown
data points show the constraint from DES Y3 galaxy
clustering and lensing (3⇥2 pt) and shear ratios [110].

Our measurements of �8(z) presented in Table IV
result in a di↵erence with the ⇤CDM prediction with
Planck parameters of �2 = 2.8 for five parameters, which
indicates good agreement. However, the recovered pa-
rameter constraints are degenerate [the correlation co-
e�cients between the individual �8(zi) are all > 0.76],
and taking these parameter correlations into account in-
creases the �

2 value. We anticipate that a more precise
determination of the observable–mass relations, enabled
by future lensing dataset, will reduce the level of correla-
tion among the measured �8(zi) and will therefore enable

Because the two parameters are degenerate, allowing more free-
dom for �8 weakens the constraint on ⌦m.

20 In combination with our priors on the Hubble parameter and the
baryon density ⌦bh2, the measurement of ✓⇤ enables a relatively
loose constraint ⌦m = 0.295± 0.065.

21 Note that these measurements appear to be biased low due to
degeneracies and parameter volume e↵ects, as described in the
original publication.

FIG. 10. Evolution of �8 with time. Red diamonds show
constraints from the SPT cluster abundance (mean and 68%
credible interval). Blue dots are obtained from the cross-
correlation of DESI LRGs and Planck CMB lensing [109].
Both analyses include a Planck-based prior on the sound hori-
zon at recombination ✓⇤, with the value of ✓⇤ fixed to the mean
Planck value for DESI ⇥ Planck, and marginalized over the
Planck posterior on ✓⇤ for SPT clusters. Brown squares show
the constraints from DES Y3 3⇥2 pt + shear ratios [110].
The gray band shows the 68% credible interval of the ⇤CDM
prediction, assuming parameters determined by Planck. Our
measurement of the growth of structure is consistent with that
prediction.

more robust tests of the evolution of growth of structure.

VI. SUMMARY

In this work, we present cosmological constraints de-
rived from the abundance of galaxy clusters selected in
the SPT-SZ and SPTpol surveys [30, 32, 36, 37], and
a simultaneous weak-lensing based mass calibration us-
ing DES Y3 and HST data. The cluster sample (1,005
confirmed clusters above z > 0.25), the analysis of DES
weak-lensing data for 688 sample clusters, the Bayesian
analysis framework, and the validation of the analysis
pipeline are presented in companion Paper I. The HST
lensing measurements for 39 SPT clusters and their anal-
ysis were presented in earlier works [34, 50–53].
In a first phase of this work, we performed a blinded

analysis in which we artificially o↵set the parameter con-
straints from their true output values by unknown blind-

ing o↵set parameters (see Sec. IV). This allowed us to
perform a series of robustness tests with which we investi-
gated the relative impact of alternative analysis setups on
the results without knowing the actual parameter values.
These tests included various cuts in the cluster sample
(excluding high-redshift and/or low-mass objects), de-
tails of the modeling of the SPT observable, and three
alternative analyses of the DES Y3 weak-lensing data.

Redshift evolution
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Figure 2. Left : Illustration of the strong de generac y between S 8 and the phenomenological power spectrum suppression parameter A mod and the inferred power 
suppression on non-linear scales. The 68 per cent and 95 per cent constraints for DES ξ± statistics (without angular SCs) analysed using HMCODE-2020 -no 
feedback, varying A mod with free cosmology (red) and similarly for KiDS ξ± (blue), as presented in Paper I . The dashed line indicates the Planck " CDM 
best-fitting value of S 8 = 0.828. The DES constraint when incorporating the Planck -prior is shown in orange, and the KiDS equivalent in green. Right : the 
resulting power suppression corresponding to the DES/KiDS Planck -prior A mod posteriors (orange/green). The DES data require less suppression of power 
compared to KiDS to be consistent with the Planck LCDM cosmology. As in Paper I , we compare predictions from various hydrodynamical simulations (black). 
adding the Planck prior shifts the best-fitting value of S 8 downwards, 
but within about 1 σ of the best-fitting " CDM value measured by 
Planck alone. The Planck " CDM cosmology is therefore compatible 
with the DES Y3 weak lensing measurements provided that the power 
spectrum is suppressed on non-linear scales with 
A mod = 0 . 858 ± 0 . 052 , DES Y3 (no scale cuts ) . (3) 
Thus, if no SCs are applied, A mod differs from unity by about 2.7 σ . 
Note, that the best-fitting model in variant 6 is plotted as the orange 
line in Fig. 1 and is almost indistinguishable from the best-fittings to 
variants 3 and 4 which allow cosmological parameters to vary freely. 

Variant 7 is the same as variant 6 but applies the DES SCs. For 
this case, 
A mod = 0 . 919 ± 0 . 099 , DES Y3 (SCs ) . (4) 
The error bar increases compared to equation ( 3 ) and now the 
parameter A mod differs from unity by only about 0.8 σ . This, of course, 
does not conflict with equation ( 3 ) and tells us merely that large 
angular scales are not as sensitive to power spectrum suppression as 
smaller angular scales. 

The choice of SCs in the DES Y3 analysis was based on the 
baryonic feedback effects measured from the EAGLE (McAlpine 
et al. 2016 ) and from the OWLS-AGN (van Daalen et al. 2011 ) 
simulations, as detailed in Krause et al. ( 2021 ) and Secco et al. 
( 2022 ). Using these simulations, SCs were determined which resulted 
in a maximum two-dimensional bias in the $m − S 8 plane of 
0.14 σ 2 D for the cosmic shear analysis. DES22 reported cosmological 
constraints by applying these SCs instead of modelling baryonic 
feedback effects. Our results in equation ( 4 ) suggest that this strategy 
does largely reduce the sensitivity of cosmological results to power 
suppression on non-linear scales, since the value of S 8 in variant 3 is 
within 0.8 σ of the Planck " CDM v alue. Ho we ver, as SCs are used 
to mitigate baryonic effects, with no attempt to model feedback, 
the exact biases introduced into the S 8 parameter will depend on 
the accuracy of the OWLS-AGN simulation as an upper bound on 
baryonic feedback effects. One cannot rule out small biases towards 
lo w v alues of S 8 if the baryonic feedback is actually stronger than 
in these simulations (or if the power spectrum suppression is caused 

by the properties of the dark matter). The results in equation ( 4 ) 
perhaps hint that this might be the case. What is clear, ho we ver, is 
that when the SCs are remo v ed, significant suppression of the non- 
linear spectrum is required to reconcile the DES Y3 lensing results 
with the Planck " CDM cosmology in our hypothesis. Recent work, 
using DES weak lensing measurements without SCs, by Arico et 
al. ( 2023 ) report constraints (see also Chen et al. 2022 ) using the 
baryonification prescription (Schneider & Teyssier 2015 ; Aric ̀o et al. 
2020 ) to model baryonic feedback but choose priors that restrict the 
strength of the feedback. 

The values of A mod in equations ( 3 ) and ( 4 ) are both higher than 
the value reported in Paper I from an analysis of KiDS weak lensing. 
We compare KiDS with the result of equation ( 3 ), where no SCs are 
used in either case (though we note that KiDS measurements extend 
to smaller angular scales than DES). In the analysis of KiDS reported 
in Paper I , to infer a value of A mod we kept the " CDM cosmological 
parameters fixed to the Planck best-fitting values, whereas in this 
paper we have applied the Planck prior of equation ( 2 ). Including 
a Planck prior skews A mod towards higher values since the joint 
likelihood peaks at slightly lower values of S 8 . We have repeated the 
analysis of Paper I using ξ± including the Planck prior (variant 13 
in Table 2 ) finding 
A mod = 0 . 748 ± 0 . 072 , KiDS , (5) 
which is ∼1 σ higher than the value reported in AE. The joint 
constraints on A mod and S 8 from this variant are shown by the 
filled blue contours in Fig. 2 . The constraints from KiDS where 
cosmological parameters are allowed to vary freely (variant 12) are 
shown by the blue dotted contours. These constraints are similar 
to those from DES, though displaced to lower values of S 8 . The 
differences between KiDS and DES are consistent with sampling 
fluctuations. Naively combining the two estimates equations ( 3 –5 ) 
we find 
A mod = 0 . 820 ± 0 . 042 , DES Y3 + KiDS . (6) 
Thus, according to our model, to reconcile the Planck base " CDM 
cosmology with DES + KiDS weak lensing data requires power 
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Figure 5. The best-fitting prediction for ξ±( θ ; black) and the contributions of different k ranges to the o v erall best-fitting are giv en in different colours, 
highlighting the relative power of each k -bin. The optimized # CDM SCs from the DES Y3 analysis (Amon et al. 2023 ; Secco et al. 2022 ) are in shaded blue. 
The largest spatial scales (blue), corresponding to k < 0.1, contribute to ξ+ at large θ but make a very small contribution to ξ−. The smallest scales (pink), k > 
10 0.5 , contribute to ξ− on small angular scales but make a very small contribution to ξ+ . Note, the outermost columns have their y -axis scaled by × 4, and the 
next innermost columns scaled by × 2 to be more easily seen (as these are the lower signals to noise bins). 
Table 4. Parameters of the binned A mod model. Prior ranges and marginal 
mean values in both free and fiducial Planck base # CDM cosmologies are 
given. Prior ranges are broad to allow for all possible trajectories to be 
investigated and are uniform (denoted by square brackets). 
Parameter Prior Marginal mean 

Free cosmology Planck prior 
A 1 F[0.5, 1.0] 0.838 ± 0.190 0.854 ± 0.200 
A 2 F[0.5, 1.0] 0.913 ± 0.181 0.815 ± 0.195 
A 3 F[0.5, 1.0] 0.945 ± 0.138 0.931 ± 0.117 
A 4 F[0.5, 1.0] 0.894 ± 0.106 0.903 ± 0.075 
A 5 F[0.5, 1.0] 0.757 ± 0.117 0.741 ± 0.104 

labelled Planck TTTEEE + lensing includes the Planck lensing 
likelihood (Planck Collaboration 2020b ). ACT lensing + BAO 
shows the # CDM constraints from the recent ACT CMB lensing 
results combined with baryon acoustic oscillation measurements 
(Madhavacheril et al. 2023 ). These measurements are derived from 
predominantly linear scales ( k ! 0 . 1 h/ Mpc ) and demonstrate that 
the # CDM cosmology provides a consistent description of the matter 
fluctuations from the redshift of recombination to the low redshifts 
that dominate the CMB lensing signal, z ∼ 0.5 − 5. 

To compare the results from the CMB with those from weak 
gravitational lensing, it is necessary to extract the linear amplitude 
of the matter fluctuations from statistics that are dominated by non- 
linear scales. This requires an accurate model of the dark matter 
power spectrum on non-linear scales, including modifications caused 
by baryonic feedback. Incorrect modelling of the non-linear spectrum 

Figure 6. The blue bands show the 1 σ ranges of the reconstruction of the 
power suppression using 5 wavenumber bins A i as in equation ( 9 ). The 
constraints on the A mod parameterization from Fig. 2 are shown in orange. 
Note that the A i coefficients are strongly correlated with each other. We also 
plot the suppression measured in numerical hydrodynamical simulations as 
in Fig. 2 . 
can therefore lead to an apparent tension between weak lensing 
estimates of S 8 and those measured from the CMB. 

This is illustrated by the remaining entries in Fig. 7 which 
summarize results from the KiDS and DES Y3 weak lensing. One 
can see that there are varying degrees of tension with the CMB. 
The two entries labelled ‘KiDS θ > 0.5 arcmin’ (from Paper I ) and 
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Figure 1. Top row: DESI measurements of the BAO distance scales at di↵erent redshifts,
parametrized as (left) the ratio of the angle-averaged distance DV ⌘ (zD

2

M
DH)1/3 to the sound

horizon at the baryon drag epoch, rd, and (right) the ratio of transverse and line-of-sight comoving
distances FAP ⌘ DM/DH, from all tracers and redshift bins as labeled. For visual clarity and to
compress the dynamic range of the plot, an arbitrary scaling of z

�2/3 has been applied on the left,
and z

�1 on the right. The solid and dashed grey lines show model predictions from, respectively, the
flat ⇤CDM model that best fits this data, and from a ⇤CDM model with parameters matching the
Planck best-fit cosmology. The BGS and QSO data points appear only in the left panel and not the
right one because the signal-to-noise ratio of the data is not yet su�cient to measure both parameters
for these tracers. Bottom row: The same data points and models as in the top row, but now shown
as the ratio relative to the predictions for the best-fit flat ⇤CDM model.

in the left panel, and DM/DH (similarly arbitrarily scaled by z
�1) in the right panel. The

solid and dashed grey lines in each panel indicate the corresponding model predictions for
the ⇤CDM model that best fit the DESI data (Section 4.1), and the Planck best-fit ⇤CDM
model, respectively. The lower panel shows the same data again but now as the ratio of the
DV/rd and FAP ⌘ DM/DH values to those for the best-fit ⇤CDM model to DESI data. The
solid and dashed grey lines in these panels therefore represent the same two models as in the
top row.

3.2 Internal consistency of DESI results

Figure 1 shows visually that the flat ⇤CDM model provides a good fit to the DESI BAO
results: quantitatively, the �

2 value for this fit is 12.66 for 10 degrees of freedom (dof),
as we have 12 data points and 2 free parameters, namely ⌦m and H0rd (Table 2). These
two parameters have a direct relationship to the BAO data points shown in Figure 1, since
in the flat ⇤CDM model ⌦m fully determines FAP(z) and fixes the shape of DV/rd as a
function of redshift, while H0rd sets a redshift-independent constant normalization term for
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Figure 4. 68% and 95% marginalized posterior constraints on ⌦m–⌦⇤ plane (left) and ⌦m–⌦K (right)
in the one-parameter extension of the ⇤CDM model with free curvature, ⇤CDM+⌦K. In the left panel
the supernova contours are truncated at the lower-left by the U [�0.3, 0.3] prior on ⌦K.

the metric outlined in Eq. (4.2) above, the biggest discrepancy is at the ⇠ 2.1� level, for
DESI+BBN+✓⇤ compared to CMB. Given this level of agreement, there is no issue with
combining DESI and CMB data to obtain joint constraints; doing so we find

⌦m = 0.3069 ± 0.0050,

H0 = (67.97 ± 0.38) km s�1 Mpc�1

)
DESI BAO+
CMB.

(4.6)

These results are summarised in Table 3, which also shows parameter constraints obtained
in other extended models.

A final instructive comparison within the context of the flat ⇤CDM is between the
constraints on the matter density ⌦m o↵ered by DESI and SN Ia. These are shown in the right
panel of Figure 3. PantheonPlus reports ⌦m = 0.331±0.018, Union3 gives ⌦m = 0.359+0.025

�0.028
,

and DESY5 gives ⌦m = 0.353±0.017. There is therefore a moderate variation in both central
values and quoted uncertainties across di↵erent SN Ia compilations, but all of them prefer
higher values of ⌦m than DESI and the CMB. The statistical significance of the di↵erences
compared to DESI, calculated as described above, stands at 1.6� for PantheonPlus, 2.0� for
Union3, and 2.6� for DESY5. While they do not meet a 3� threshold for significant tension,
these numbers indicate a degree of disagreement between these datasets and DESI results
when interpreted in the flat ⇤CDM model. Should these mismatches persist and become
more significant when more data is acquired, they will require further investigation.

4.2 ⇤CDM model with free spatial curvature

Relaxing the condition of spatial flatness in the ⇤CDM model, we allow the curvature pa-
rameter ⌦K to vary. In an FLRW background, this is equivalent to allowing the dark energy
density ⌦⇤ = 1 � ⌦m � ⌦K to vary independently from the matter density ⌦m, while still
keeping the dark-energy equation of state fixed at w = �1. Because DESI provides rela-
tive measures of the BAO scale at multiple redshifts, it can determine the expansion rate
as a function of redshift and thus measure ⌦⇤ independent of any calibration of the sound
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Figure 6. Left panel : 68% and 95% marginalized posterior constraints in the w0–wa plane for the
flat w0waCDM model, from DESI BAO alone (black dashed), DESI + CMB (pink), and DESI +
SN Ia, for the PantheonPlus [24], Union3 [25] and DESY5 [26] SNIa datasets in blue, orange and
green respectively. Each of these combinations favours w0 > �1, wa < 0, with several of them
exhibiting mild discrepancies with ⇤CDM at the & 2� level. However, the full constraining power is
not realised without combining all three probes. Right panel : the 68% and 95% marginalized posterior
constraints from DESI BAO combined with CMB and each of the PantheonPlus, Union3 and DESY5
SN Ia datasets. The significance of the tension with ⇤CDM (w0 = �1, wa = 0) estimated from the
��

2

MAP
values is 2.5�, 3.5� and 3.9� for these three cases respectively.

from DESI alone, while combining DESI BAO with BBN and ✓⇤ significantly tightens the
constraint on w to w = �1.002+0.091

�0.080
. Adding CMB data shifts the contours slightly along

the CMB degeneracy direction, giving

⌦m = 0.281 ± 0.013,

w = �1.122+0.062

�0.054
,

)

DESI BAO+CMB. (5.2)

Finally, the tightest constraints are obtained from the combination of these data with SN Ia.
For example for the PantheonPlus SN Ia dataset:

⌦m = 0.3095 ± 0.0069,

w = �0.997 ± 0.025,

)
DESI+CMB
+PantheonPlus.

(5.3)

Similar constraints are obtained when substituting PantheonPlus SN Ia for DESY5 or Union3
(though with slightly larger uncertainties in the latter case). These results are summarised
in Table 3. In summary, DESI data, both alone and in combination with other cosmological
probes, do not show any evidence for a constant equation of state parameter di↵erent from
�1 when a flat wCDM model is assumed.

5.2 Flat w0waCDM model

Taking into account the physical dynamics of dark energy, the parametrization w(a) = w0 +
wa (1 � a) was derived and has been demonstrated to match the background evolution of
distances arising from exact dark energy equations of motion to an accuracy of ⇠ 0.1%
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Figure 7. Model-dependent constraints on the redshift dependence of the Hubble parameter times
the sound horizon, H(z)rd ⌘ rd/DH (scaled by 1/100/(1 + z) for visual clarity) in three di↵erent
classes of models fit to all DESI data from Figure 1. From top to bottom, the panels show the 68%
and 95% credible regions in the ⇤CDM, wCDM and w0waCDM models respectively in the coloured
bands. The dashed line in each panel shows the behaviour in the best fit Planck ⇤CDM model. For
convenience, the scale on the right-hand axis shows (rd/r

Planck

d
)H(z)/(1 + z).

plane, thus marginally reducing the significance of the tension with ⇤CDM. Nevertheless, the
trend observed remains the same, with all combinations of DESI + CMB + SN Ia preferring
w0 > �1 and wa < 0.

6 Hubble constant

The determination of the Hubble constant has been contentious for many decades [217–
219]. By the turn of the century, a consensus value of around 70 km s�1 Mpc�1 had emerged
[220]. However, since the first Planck results [221], a growing tension has emerged between
H0 determinations based on physics of the early universe, which tend to cluster close to
the Planck preferred value of 67 km s�1 Mpc�1 (e.g., [15, 139]), and local distance-ladder
measurements based on Cepheids or other anchors, which mostly prefer larger values around
73 km s�1 Mpc�1 (e.g., [222–225]). Although distance ladder measurements based on the
Tip of the Red Giant Branch (TRGB) method [226] prefer a lower H0 than Cepheid-based
calibrations, they currently have larger uncertainties, hence do not yet provide a conclusive
assessment. This tension between the CMB and Cepheid-based determinations stands at
the ⇠ 4–5� level in ⇤CDM and, if not due to some unidentified residual systematics, may
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Figure 5. Constraints on ⌦m and w in the flat wCDM model. The constraints from DESI BAO
alone are shown in blue, those from the CMB in pink, and di↵erent SN Ia compilations in solid and
dashed green. The orange contour shows the combined constraint from DESI, CMB and PantheonPlus
SN Ia. All contours show 68% and 95% credible intervals. Note the remarkable complementarity of
cosmological probes in this plane.

5.1 Flat wCDM model

Although a cosmological constant fits existing data well, the tiny observed value of ⇤ relative
to typical scales in particle physics poses great theoretical challenges [202–204]. Acceleration
physics beyond ⇤ necessarily has dynamics – time dependence (and spatial perturbations,
though these have diminishing e↵ect the closer the time dependence is to ⇤, i.e. constant).

At the background cosmology level entering cosmic distances, the acceleration physics
can be treated as an e↵ective dark energy density and pressure. Thus we have a dark energy
equation of state parameter, or pressure to energy density ratio, w(a), and a current dark
energy density value, ⌦de, to describe the dark energy component. In the early 2000s, with the
time variation w(a) inaccessible to observations, analyses often fixed w = const (wCDM), but
this is insensitive to crucial dynamics that might be indicated by data. wCDM can however
still be useful as an alert if the recovered constraint on constant w has statistically significant
deviation from w = �1. Note the converse is not true: measuring w = �1 assuming w is
constant does not indicate ⇤ is correct (known as the “mirage of ⇤” [205]).

Figure 5 shows the constraints on ⌦m and w from a variety of di↵erent data and com-
binations. In this plane the DESI contours are close to vertically aligned, providing a tight
constraint on ⌦m that is largely independent of w, in contrast to SN Ia and CMB probes,
which show distinctive degeneracy directions corresponding to the transverse comoving dis-
tances that each of these probes constrains [206]. We find

⌦m = 0.293 ± 0.015,

w = �0.99+0.15

�0.13
,

)

DESI BAO, (5.1)
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for viable cosmologies over a wide range of physics – scalar fields, modified gravity, phase
transitions [181, 207]. In this section, we present constraints on this model, referred to
as w0waCDM, which reduces to ⇤CDM for w0 = �1, wa = 0. Constraining the w0–wa

parameter space and its corresponding behavior as well as distinguishing it from ⇤ is a key
science goal of DESI.

We adopt wide flat priors on w0 and wa (Table 2), together with the condition w0+wa <

0 imposed to enforce a period of high-redshift matter domination. Since the parameter space
we explore includes models whose equation of state crosses the w = �1 boundary, we use the
parametrized post-Friedmann approach [208] to compute the dark energy perturbations when
calculating the CMB angular power spectrum. Figure 6 shows the marginalized posteriors in
the w0–wa plane from DESI and combinations with other external datasets. DESI alone does
not have su�cient power to break the degeneracy between w0 and wa and thus the results
are cut o↵ by our priors (see Table 2),

w0 = �0.55+0.39

�0.21
,

wa < �1.32,

)

DESI BAO, (5.4)

with the upper bound on wa referring to the 68% limit. This represents a mild pull away from
the ⇤CDM value, with a ��

2

MAP
between the maximum a posteriori of the w0waCDM model

and the maximum of the posterior fixing (w0, wa) = (�1, 0) of just �3.7 for 2 additional
degrees of freedom. The cause of this preference for w0 > �1 is primarily due to the FAP

measurement from the 0.4 < z < 0.6 LRG bin, which lies slightly higher (at the ⇠ 2� level)
than the best-fit ⇤CDM model can accommodate, as shown in Figure 1. In order to better fit
this data point, the equation of state w(z . 0.5) of the best-fit w0waCDM model prefers to
be high, thus preferentially pulling w0 to less negative values than �1. On the other hand, to
fit the other DESI points which are all fairly close to the ⇤CDM predictions, the parameter
wa prefers to be strongly negative in order to compensate the integrated e↵ect of w(z) for
those quantities at higher redshift.

Given the small ��
2

MAP
it is clear there is no statistical preference for w0waCDM from

DESI alone. CMB data alone also gives ��
2

MAP
= �3.7 for the MAP w0waCDM model

compared to fixing (w0, wa) = (�1, 0), again showing no statistical preference. Nevertheless,
given the overlap of the CMB and DESI contours in the (w0 > �1, wa < 0) quadrant, the
combined results give

w0 = �0.45+0.34

�0.21
,

wa = �1.79+0.48

�1.0
,

)

DESI BAO+CMB, (5.5)

and the ��
2

MAP
decreases to �9.5, indicating a preference for an evolving dark energy equa-

tion of state at the ⇠ 2.6� level. The contours in this scenario are however still impacted by
the priors we have assumed, thus care is required in interpreting these shifts.

SN Ia data alone allow for wa < 0 and, as shown in the left panel of Figure 6, in combina-
tion with DESI BAO they also marginally favor w0 > �1 although the statistical significance
of this preference depends on the particular SN Ia dataset and is not overwhelming in any
case. In order to break the degeneracy in the w0–wa plane it is necessary to look at the
joint constraints from the combination of DESI, CMB and SN Ia probes, shown in the right
panel of Figure 6. These constraints are now not prior-dominated in either parameter. We
find that the results and the associated uncertainties again vary depending on the choice of

– 28 –

DESI 2024 VI :  
cosmological constraints from BAO 

arXiv:2404.03002

https://arxiv.org/abs/2404.03002


Summary 
The ΛCDM model provides an impressively accurate description of the universe evolution, 
at least at large scales, over more than 13 billion years, from z ~ 109 to today (z=0), although 

some tensions are present, at the level of ~ 10% or 3-4 σ

Discrepancy between early (CMB) and late (direct) measurements of H0

Not all direct determination of H0 agree on its value

Might be due to some observational systematics (e.g. distance scales with Cepheids)

If real, will point toward mechanisms changing the evolution of the cosmic expansion (e.g 
Early/Late DE …)  

Possible tensions also on the level of matter density inhomogeneity (σ8/S8) , as derived 
from CMB and the one measured at lower redshifts ( z ~ 1)

However, the lower value of (σ8/S8) obtained from WL measurements at low redshifts 
seems incompatible with the ones obtained at low redshifts by other probes (CMB lensing, 

clusters …)

Again, systematics in observations can not yet be completely excluded

WL signal is sensitive to the non linear clustering scales - which might be affected also by 
baryonic effects - might also hint to physical and cosmological effects (e.g. SIDM …)

See Anomalies in Physical Cosmology, J. Peebles  arXiv:2208.05018

https://arxiv.org/abs/2208.05018
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model/dataset ⌦m

H0
103⌦K w or w0 wa

[ km s�1 Mpc�1]

Flat ⇤CDM

DESI 0.295 ± 0.015 — — — —

DESI+BBN 0.295 ± 0.015 68.53 ± 0.80 — — —

DESI+BBN+✓⇤ 0.2948 ± 0.0074 68.52 ± 0.62 — — —

DESI+CMB 0.3069 ± 0.0050 67.97 ± 0.38 — — –

⇤CDM+⌦K

DESI 0.284 ± 0.020 — 65+68

�78
— —

DESI+BBN+✓⇤ 0.296 ± 0.014 68.52 ± 0.69 0.3+4.8
�5.4 — —

DESI+CMB 0.3049 ± 0.0051 68.51 ± 0.52 2.4 ± 1.6 — —

wCDM

DESI 0.293 ± 0.015 — — �0.99+0.15
�0.13 —

DESI+BBN+✓⇤ 0.295 ± 0.014 68.6+1.8
�2.1 — �1.002+0.091

�0.080 —

DESI+CMB 0.281 ± 0.013 71.3+1.5
�1.8 — �1.122+0.062

�0.054 —

DESI+CMB+Panth. 0.3095 ± 0.0069 67.74 ± 0.71 — �0.997 ± 0.025 —

DESI+CMB+Union3 0.3095 ± 0.0083 67.76 ± 0.90 — �0.997 ± 0.032 —

DESI+CMB+DESY5 0.3169 ± 0.0065 66.92 ± 0.64 — �0.967 ± 0.024 —

w0waCDM

DESI 0.344+0.047
�0.026 — — �0.55+0.39

�0.21 < �1.32

DESI+BBN+✓⇤ 0.338+0.039
�0.029 65.0+2.3

�3.6 — �0.53+0.42
�0.22 < �1.08

DESI+CMB 0.344+0.032
�0.027 64.7+2.2

�3.3 — �0.45+0.34
�0.21 �1.79+0.48

�1.0

DESI+CMB+Panth. 0.3085 ± 0.0068 68.03 ± 0.72 — �0.827 ± 0.063 �0.75+0.29
�0.25

DESI+CMB+Union3 0.3230 ± 0.0095 66.53 ± 0.94 — �0.65 ± 0.10 �1.27+0.40
�0.34

DESI+CMB+DESY5 0.3160 ± 0.0065 67.24 ± 0.66 — �0.727 ± 0.067 �1.05+0.31
�0.27

w0waCDM+⌦K

DESI 0.313 ± 0.049 — 87+100

�85
�0.70+0.49

�0.25 < �1.21

DESI+BBN+✓⇤ 0.346+0.042
�0.024 65.8+2.6

�3.5 5.9+9.1
�6.9 �0.52+0.38

�0.19 < �1.44

DESI+CMB 0.347+0.031
�0.025 64.3+2.0

�3.2 �0.9 ± 2 �0.41+0.33
�0.18 < �1.61

DESI+CMB+Panth. 0.3084 ± 0.0067 68.06 ± 0.74 0.3 ± 1.8 �0.831 ± 0.066 �0.73+0.32
�0.28

DESI+CMB+Union3 0.3233+0.0089
�0.010 66.45 ± 0.98 �0.4 ± 1.9 �0.64 ± 0.11 �1.30+0.45

�0.39

DESI+CMB+DESY5 0.3163 ± 0.0065 67.19 ± 0.69 �0.2 ± 1.9 �0.725 ± 0.071 �1.06+0.35
�0.31

Table 3. Cosmological parameter results from DESI DR1 BAO data in combination with external
datasets and priors, in the baseline flat ⇤CDM model and extensions including spatial curvature
and two parametrizations of the dark energy equation of state, as listed. Results are quoted for the
marginalized means and 68% credible intervals in each case, including for upper limits. Note that
DESI data alone measures rdh and not H0, but for reasons of space this result is omitted from the
table and provided in the text instead. In this and other tables, the shorthand notation “CMB” is
used to denote the addition of temperature and polarisation data from Planck and CMB lensing data
from the combination of Planck and ACT.
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Figure 3. Left panel : marginalized posterior constraints on matter density ⌦m and the Hubble
constant H0, obtained from combining DESI BAO data with external data used to calibrate the
sound horizon rd, in a flat ⇤CDM cosmological model. The combinations shown use a prior on !b

determined from BBN (blue), the combination of a BBN !b prior and measurement of the acoustic
angular scale ✓⇤ (orange), and rd directly calibrated from CMB results from Planck (green). The
pink contour shows the corresponding constraints from the combination of CMB and CMB lensing.
Right panel : The marginalized 1D posteriors on ⌦m in flat ⇤CDM, from DESI BAO, CMB and the
three SN datasets, as labelled.

the DESI BAO measurements at higher redshifts, leading to narrower posterior constraints
perpendicular to the main degeneracy direction in the ⌦m–rdh plane (Figure 2). The central
value is also shifted by about ⇠ 1� to higher H0, a direct consequence of the similar shift in
H0rd shown in Figure 2. However, the two results are fully consistent with each other.

We can also use a conservative model-independent prior on the acoustic angular scale ✓⇤
seen from the CMB (Section 2.4.2), without including additional CMB information. While
on its own knowledge of ✓⇤ is insu�cient to break the rd–h degeneracy (because the baryon
density ⌦bh

2 remains unknown, so rd cannot be fixed), it is extremely robust and, in combi-
nation with BBN information, further tightens the H0 result to

H0 = (68.52 ± 0.62) km s�1 Mpc�1 (DESI BAO + BBN + ✓⇤), (4.5)

a 0.9% measurement of the Hubble constant. As discussed further in Section 6 below, this
more precise constraint can also be extended to be robust to many early-universe extensions of
the base ⇤CDM model, in particular to assumptions about the e↵ective number of relativistic
species Ne↵ .

It is interesting to note that the direct rd calibration from the CMB produces the
weakest constraint on H0 despite apparently using the most external information and being
the most model-dependent. This is because BBN and ✓⇤ information a↵ect ⌦m and are
applied consistently in the posterior sampling, and thus leverage the degeneracy between ⌦m

and rdh from BAO data, while a prior directly applied on rd cannot do so.
The left panel of Figure 3 summarises the constraints in the ⌦m–H0 plane obtained

from the combination of DESI BAO data with each of the external priors discussed so far,
and compares them to the combined CMB result from Planck and ACT. All combinations
including DESI data favour somewhat higher values of H0 and lower values of ⌦m than the
mean values for the CMB posterior. However, the results are not in serious tension: using
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Figure 9. 68% credible-interval constraints on the Hubble constant, assuming the flat ⇤CDM model.
The blue, bold whiskers show DESI BAO measurements in combination with an external BBN prior
on ⌦bh

2 and measurement of the acoustic angular scale ✓⇤, the BBN prior alone, or with the CMB
measurement of the sound horizon, r

Planck
d

. The thin blue whiskers show the corresponding results
from SDSS BAO and the combination of DESI+SDSS BAO results, as labelled. The orange whiskers
show the results from CMB anisotropy measurements from Planck and ACT, while the green whiskers
show measurements of H0 from the distance ladder with either Cepheids or TRGB.
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Figure 10. Left panel : The 68% and 95% credible-interval contours for ⌦m and H0rd obtained from
fitting DESI DR1 BAO data in the base flat ⇤CDM model and in four extension models which modify
the background geometry or late-time expansion history. Right panel : A summary of the tension in
the H0 measurements obtained from the DESI BAO results combined with other data, and the SH0ES
result of [225], assuming di↵erent cosmological models.
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Still, the expert reader might want to continue directly to section 2.2 where the data used
within this work are described, or to section 3 where the final results are shown.

2.1 Method

Here we explain the physical mechanisms behind the various measurements employed within
this work with particular focus on how their combinations might create synergies.

2.1.1 The BAO+BBN probe

The combination of BAO and BBN might seem a surprising one to strongly constrain H0 ,
as both probe physics from vastly di�erent redshifts and neither of them is directly related
to the Hubble constant. However, as we will explain below, it is exactly the complementary
time-scales involved that allows for a CMB-independent view of the Hubble tension that is
as constraining as the local distance ladder, and almost as constraining as CMB data.

The primary component of the BAO+BBN probe is the compilation of observations
of the BAO in the clustering of galaxies, quasars, or in the intergalactic medium (IGM)
as probed by the Lyman-– forest. This clustering carries the imprint of a standard ruler
scale, the sound horizon at radiation drag rs . Importantly, this standard ruler is not ob-
served directly; instead, only its angular or redshift extent can be measured, leading to
constraints on the combinations of ”z ¥ H(z)rs or ”◊ ¥ rs/rA.1 These two can be writ-
ten in terms of the normalized expansion rate E(z) = H(z)/H0 as ”z ¥ (H0rs)E(z) and
”◊ ¥ (H0rs)/

s
[1/E(z)]dz. Notice that if ”z and ”◊ are measured for multiple redshifts, they

can be used to disentangle the impact of the normalized expansion E(z) and the product
H0rs . Since E(z) contains only late-time density fractions (in flat �CDM it is entirely de-
scribed by �m) it cannot be used for direct inference of the Hubble constant. However, the
simultaneously determined product of H0rs would allow for a direct measurement of H0 if
there was some kind of determination of the sound horizon rs [15, 19, 20, 43].

This is where the importance of the BBN becomes clear, since it allows for a calibration
of rs using the measurement of the late-time normalized expansion rate. As further described
in [30] the primordial abundances of light elements are very relevant both to the ratio of
baryons to photons (e�ectively determining �bh

2 for a fixed2
TCMB) as well as the early

time expansion rate (determined through any additional relativistic dark species at BBN for
a fixed TCMB). The former is more directly constrained through the measurement of the
deuterium abundance DH such as from [34], while the latter is more constrained through the
Helium abundance Yp (such as measured by [35–37]), though we stress that primarily their
joint constraint is important (see also figure 1 of [30]).

The BBN inference of �bh
2 in this case is what allows for the calibration of the sound

horizon mentioned above. In fact, the sound horizon can be written as an integral

rs =
⁄ Œ

zú

cs(z)
H(z)dz . (2.1)

Naïvely one could imagine that here too only the product H0rs could be determined for a
given normalized expansion rate E(z), leading to a perfect degeneracy. However, in this case

1Here rA is the usual co-moving angular diameter distance, i.e. rA =
s z

0 1/H(x)dx in a flat �CDM model.
For the sound horizon rs see equation (2.1).

2E�ects of varying TCMB are discussed in great detail in [44], but since the COBE/FIRAS experiment
provides such an excellent measurement of TCMB together with many other experiments, we consider it fixed
to 2.72555K for the remainder of this work.
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the early Universe normalized expansion rate does indirectly depend on h. This is because
in �CDM-like and most popular extensions of this model, at high redshifts we have:

E(z) ¥
Ò

�m(1 + z)3 + Êr/h2(1 + z)4, (2.2)

where the radiation density Êr is fixed to

Êr ¥ 2.47 · 10≠5

C

1 + 7
8

3 4
11

44/3

Ne�

D 3
Tcmb

2.7255 K

44

, (2.3)

which is measured independently of h, meaning that equation (2.2) does depend on h. We
immediately notice a strong geometrical degeneracy between h and Ne� at this background
level. In principle, also the redshift of recombination depends on h, but this e�ect is far
subdominant [21]. All in all, for the cosmologies close to the Planck bestfit, the combination
H0rs scales like3 [21]

H0rs Ã �≠0.23

m h
+0.52

N
≠0.1

e�
(�bh

2)≠0.11
. (2.4)

The determination of �bh
2 (and possibly Ne� when it is not equal to 3.044) through

BBN and the independent determination of �m from BAO then allow h to be uniquely
determined from H0rs . However, if the sound horizon rs is modified through an e�ect other
than through equation (2.4), then BBN is not su�cient to calibrate it anymore. Naturally,
this immediately implies that the BAO+BBN probe loses its constraining power. This is
investigated in more depth in sections 3.7 and 3.8.

2.1.2 Additional probes

Within this work, we will also be making use of unanchored Supernovae of Type Ia from
Pantheon [46]/PantheonPLUS [47, 48] as well as Cosmic Chronometer data from [49, 50].

The supernovae of type Ia allow for a measurement of the normalized expansion rate
E(z) since the ratio of the observed and intrinsic4 luminosities directly determines the product
H0DL(z) = (1 + z)

s
z

0
[1/E(x)]dx . This, in turn allows for a direct determination of �m for

a flat �CDM model, which can aid in the determination of the sound horizon rs .
The Cosmic Chronometers (CC) method relies on determining the di�erential age ”t

and the di�erential redshifts ”z of stellar populations within old massive galaxies that have
not undergone strong recent star formation. See the excellent review by [51] for more details.
E�ectively, CC can thus directly measure the Hubble rate H(z) ¥ ≠”z/”t/(1+z) and thus, for
a given measured normalized expansion rate E(z) also determine the Hubble constant. These
CC measurements are a crucial cross-check of other methods, but — without some additional
assumptions — do not yet allow for such a tightly constrained determination of either �m or h

alone, which would be needed for a decisive statement about the Hubble tension. Even when
combined with other un-anchored late-universe probes, the determination of h is limited by
the CC probe — as all other un-anchored probes currently available measure only E(z), not
H(z) directly.

3Instead of from numerical calculations like in [21], the same scaling could also be achieved when considering
eq. (26) of [45] and powerlaw-expanding in the vicinity of the Planck bestfit, giving in �CDM H0rs Ã
�≠0.23

m h
0.54(�bh

2)≠0.13, which is within the accuracy of the numerical formula. The numerical formula can
also be checked easily for extended cosmologies (for example, one can easily find a m

≠0.62
e scaling relevant for

section 3.8).
4Naturally these intrinsic luminosities are not measured, but determined through the standardization

procedure, by using the parameters of the light curve to estimate this quantity.

– 4 –

JCAP11(2022)039
the early Universe normalized expansion rate does indirectly depend on h. This is because
in �CDM-like and most popular extensions of this model, at high redshifts we have:

E(z) ¥
Ò

�m(1 + z)3 + Êr/h2(1 + z)4, (2.2)

where the radiation density Êr is fixed to

Êr ¥ 2.47 · 10≠5

C

1 + 7
8

3 4
11

44/3

Ne�

D 3
Tcmb

2.7255 K

44

, (2.3)

which is measured independently of h, meaning that equation (2.2) does depend on h. We
immediately notice a strong geometrical degeneracy between h and Ne� at this background
level. In principle, also the redshift of recombination depends on h, but this e�ect is far
subdominant [21]. All in all, for the cosmologies close to the Planck bestfit, the combination
H0rs scales like3 [21]

H0rs Ã �≠0.23

m h
+0.52

N
≠0.1

e�
(�bh

2)≠0.11
. (2.4)

The determination of �bh
2 (and possibly Ne� when it is not equal to 3.044) through

BBN and the independent determination of �m from BAO then allow h to be uniquely
determined from H0rs . However, if the sound horizon rs is modified through an e�ect other
than through equation (2.4), then BBN is not su�cient to calibrate it anymore. Naturally,
this immediately implies that the BAO+BBN probe loses its constraining power. This is
investigated in more depth in sections 3.7 and 3.8.

2.1.2 Additional probes

Within this work, we will also be making use of unanchored Supernovae of Type Ia from
Pantheon [46]/PantheonPLUS [47, 48] as well as Cosmic Chronometer data from [49, 50].

The supernovae of type Ia allow for a measurement of the normalized expansion rate
E(z) since the ratio of the observed and intrinsic4 luminosities directly determines the product
H0DL(z) = (1 + z)

s
z

0
[1/E(x)]dx . This, in turn allows for a direct determination of �m for

a flat �CDM model, which can aid in the determination of the sound horizon rs .
The Cosmic Chronometers (CC) method relies on determining the di�erential age ”t

and the di�erential redshifts ”z of stellar populations within old massive galaxies that have
not undergone strong recent star formation. See the excellent review by [51] for more details.
E�ectively, CC can thus directly measure the Hubble rate H(z) ¥ ≠”z/”t/(1+z) and thus, for
a given measured normalized expansion rate E(z) also determine the Hubble constant. These
CC measurements are a crucial cross-check of other methods, but — without some additional
assumptions — do not yet allow for such a tightly constrained determination of either �m or h

alone, which would be needed for a decisive statement about the Hubble tension. Even when
combined with other un-anchored late-universe probes, the determination of h is limited by
the CC probe — as all other un-anchored probes currently available measure only E(z), not
H(z) directly.

3Instead of from numerical calculations like in [21], the same scaling could also be achieved when considering
eq. (26) of [45] and powerlaw-expanding in the vicinity of the Planck bestfit, giving in �CDM H0rs Ã
�≠0.23

m h
0.54(�bh

2)≠0.13, which is within the accuracy of the numerical formula. The numerical formula can
also be checked easily for extended cosmologies (for example, one can easily find a m

≠0.62
e scaling relevant for

section 3.8).
4Naturally these intrinsic luminosities are not measured, but determined through the standardization

procedure, by using the parameters of the light curve to estimate this quantity.
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https://arxiv.org/abs/2404.03002
https://iopscience.iop.org/article/10.1088/1475-7516/2022/11/039/meta
https://iopscience.iop.org/article/10.1088/1475-7516/2022/11/039/meta


• Why the dark energy and the dark matter densities are of the same order (coincidence problem)? Is this 
coincidence suggesting an interaction between the DE and the DM? 

• Are dark energy and inflation connected (as for example in Quintessential Inflation models)? Can we have 
dark energy with AdS vacua (presence of a negative )? 

• How well have we tested the Cosmological Principle? Is the Universe at cosmic scales homogeneous and 
isotropic? 

• Can local inhomogeneity or anisotropy replace the need for dark energy? 
• What is the level of non-Gaussianity? 
• Do we need quantum gravity, or a unified theory for quantum field theory and GR to complete the standard 

cosmological model?  
How does pre-inflation physics impact our observations today? How can we resolve the big bang singularity? 

• Can theoretical frameworks, like effective (quantum) field theory have further implications for the dark sector, 
especially DE? 

• How much can we learn from cosmological dark ages and how does its physics impact our models of 
cosmology? 

• How crucial is physics beyond the SM of particle physics for precision cosmology? 
• How can we explain the matter-antimatter asymmetry in the observed Universe? There has been observational 

evidence for a matter–  
antimatter asymmetry in the early Universe, which leads to the remnant matter density we observe today. The 
bounds on the presence  
of antimatter in the present-day Universe include the possibility of a large lepton asymmetry in the cosmic 
neutrino background. 

• What are the mutual implications for cosmology and Quantum Gravity of hypotheses like the swampland 
conjectures?  

Major questions in cosmology 

Extracted from  E. Abdalla et al., Journal of High Energy Astrophysics (2022) 

https://www.sciencedirect.com/science/article/pii/S2214404822000179?via=ihub


Tracers of the matter distribution

DESI - from Moriond 2024 presentation , E. Burtin 

https://moriond.in2p3.fr/2024/Cosmology/transparencies/4_thursday/2_afternoon/01_Burtin.pdf


DESI - from Moriond 2024 presentation , E. Burtin 
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